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Zusammenfassung

In dieser Diplomarbeit soll die dreidimensionale Oberflichenrekonstruktion von
Objekten einer Szene durch Auswertung der Grauwertbilder einer CCD-Video-
kamera beschrieben werden. Die Aufnahmegeometrie wird mit einem Kalibrie-
rungsverfahren bestimmt. Durch die Verwendung einer kontrollierten Bewe-
gung anhand eines Drehtellers kann die Verschiebungsvektorbestimmung und
die Berechnung der Tiefeninformation erleichtert werden.

Dazu wurden bekannte Optical-Flow-Techniken erprobt und eigene merkmals-
basierte Methoden entwickelt. Die experimentellen Ergebnisse mit realen und
synthetischen Daten zeigen, dafl die vorgestellten Verfahren aufgrund ihres er-
folgsversprechenden Ansatzes in verschiedene Richtungen weiterentwickelt wer-
den sollten.

Hiermit versichern wir, daf} die Diplomarbeit selbststindig verfafit wurde und
keine anderen als die angegebenen Quellen und Hilfsmittel benutzt worden sind.
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Kapitel 1
Einleitung

In diesem Projekt soll die Gestaltsanalyse komplexer Objekte bei kontrollierter Bewegung experimentell
durchgefiihrt werden. Mit dem Begriff Gestaltsanalyse ist die Gewinnung von Tiefeninformation zur
dreidimensionalen Oberflichenrekonstruktion von Objekten einer Szene gemeint. Die hier beschriebenen
Ansitze verfolgen das Ziel, aus mehreren zweidimensionalen Bildern eine dreidimensionale geometrische
Beschreibung der beobachteten Szene zu erzeugen. Durch Verwendung von unterschiedlichen Ansichten
mit bekannter Aufnahmegeometrie koénnen die Objektmerkmale einander zugeordnet und die rdumlichen
Parameter berechnet werden. Als bildgebender Sensor soll eine handelsiibliche CCD Videokamera dienen.

Die erforderlichen Ansichten sind durch Verinderung der Objektlage, Variation der Kameraposition oder
auch durch die Verwendung mehrerer Kameras zu erreichen. Wir haben den ersten Ansatz gewdhlt und
die Bewegung durch einen Drehteller realisiert. Der Einsatz einer drehenden Scheibe, auf der die zu
rekonstruierenden Objekte plaziert werden, erlaubt eine maximale Kontrolle der Bewegungsparameter.
Bei dieser Geometrie existiert nur eine Rotationsachse, die durch den Mittelpunkt des Drehtellers verliuft.

Weil keine Verschiebung des Objekts in der Tellerebene erfolgt, kann die Bewegung durch einen einzigen
Winkel beschrieben werden. Diese spezielle Aufnahmesituation soll den nachfolgenden Rekonstruktions-
prozef vereinfachen. Die Abbildungsgeometrie einer Aufnahmeanordnung mufl durch die Vermessung von
in den Kamerabildern sichtbaren Kalibriermarken bestimmt werden. Wie dieser einmalige Vorgang mit
herkémmlichen CCD-Kameras durchgefiihrt werden kann, ist in dem Kapitel 2 beschrieben.

Eine geeignete Vorverarbeitung der Bilder und die Merkmalsextraktion stellen wichtige Hilfsmittel bei
der Bewegungsbestimmung im Bild dar. Daher werden im nachfolgenden Kapitel 3 bew&hrte Vorverar-
beitungmethoden aufgefiihrt, die sich als besonders praktikabel erwiesen haben, um z.B. eine einfache
Bildverbesserung vorzunehmen oder die Informationsgewinnung zu erleichtern. In dem Kapitel 4 sollen
die verwendeten Operatoren erliutert werden, mit denen prignante Objektmerkmale wie z.B. Kanten und
Eckpunkte aus den aufgenommenen Bildern extrahiert werden kénnen.

Die Berechnung der Verschiebungsvektoren, welche die zweidimensionale Bewegung der Objektpunkte
im Bild zwischen unterschiedlichen Ansichten beschreiben, wirkt sich entscheidend auf die Qualitit der
Gestaltsrekonstruktion aus. Natiirlich kann ein Objekt mit aufwendigen Markierungen versehen werden
und das Korrespondenzproblem von Punkten in den veschiedenen Bildern der Fleilarbeit des Benutzer
tiberlassen bleiben. Mit dieser miihsamen Variante gelangt man auch zu einem Ergebnis, jedoch wurde
sie aufgrund des Fernziels komplexe Objekte rekonstruieren zu kénnen in diesem Projekt nicht weiter
verfolgt.

Daher werden in dem Kapitel 5 die verschiedenen Ansétze zur automatisierten Verschiebungsvektor-
bestimmung untersucht. Neben der Nutzung bekannter Techniken zur Berechnung des Optischen Flufes
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wird die Bestimmung der Verschiebungsvektoren fiir den verwendeten Spezialfall der kontrollierten Be-
wegung hergeleitet. Das anschliefende Kapitel 6 beschéftigt sich dann mit der Tiefenbestimmung aus den
berechneten Verschiebungsvektoren. Die eingeschrinkte Bewegung durch den Drehteller erlaubt sogar
die Berechnung des Drehwinkels, d.h. der einzig variable Parameter der Bewegung muf nicht unbedingt
vom Benutzer ermittelt werden. Um Objekte vollstindig rekonstruieren zu konnen, miissen anschliefend
die bestehenden Verschiebungsvektorfelder interpoliert werden. Die Leistung der untersuchten Verfahren
soll anhand der durchgefiihrten Ezperimente in Kapitel 7 diskutiert werden. Neben der Generierung von
synthetischen Eingabedaten werden auch Ergebnisse mit real aufgenommenen Bildern prisentiert.

Ausschlaggebend fiir die gewihlte Ldsungsstrategie zu der gestellten Aufgabe war der Einsatz von még-
lichst wenigen Einschrinkungen und Nebenbedingungen. Das Ziel beliebige Objekte ohne Kenntnis ihrer
Oberflichenbeschaffenheit (z.B. Textur oder Lambert’sche Oberfliche) zu rekonstruieren sowie die Er-
fahrungen mit bestehenden Techniken zur Bestimmung des Optischen Flufles fiihrten dazu, zunéchst nur
fiir markante Objektmerkmale die Verschiebungsvektoren zu bestimmen.

Somit war der Weg iiber merkmalsbasierte Verfahren eingeschlagen. Es wurden zwar auch bestehende
Techniken zur Bestimmung des Optischen Flufles getestet, jedoch die Analyse nicht weiter vertieft. Eine
Gestaltsrekonstruktion aus Schattierung oder einer Texturanalyse wurde nicht behandelt, sie liefen sich
jedoch ohne grofle Anstrengungen in das vorgestellte Konzept integrieren. In der Abb. (1.1) ist dieser
Zusammenhang graphisch dargestellt.

[ Kalibrierung ]

[ Vorverarbeitung ]

— v R ——

‘ Schattierungs- und ‘ Merkmalsbasierte ‘ Verfahren zur Bestimmung ‘
Texturanalyse Verfahren des Optischen Fufles

' ' '

Photometrisches Stereo
Shape from Shading/Texture

Bewegungsvektoren ‘ Horn / Schunk, ‘
fiir Merkmale Nagel, Enkelmann, ...

'

Interpolation
des Vektorfeldes

'

Gestalts - und
Tiefenrekonstruktion

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, ¢

Visualisierung
der 2!/2D Daten

Abbildung 1.1: Die Abbildung zeigt die Einordung des gewihlten Ansatzes und die verschiedenen Prozesse
der merkmalsbasierten Gestaltsrekonstruktion im Rahmen bestehender Techniken.
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Kamera-Kalibrierung

Bei einer Gestaltsanalyse ist es unbedingt notwendig die Bildaufnahmesituation exakt zu vermessen. Die
Position und Ausrichtung der Kamera sind neben der verwendeten Brennweite wichtige Parameter fiir
die angestrebte Rekonstruktion der Gestalt. Eine manuelle Bestimmung dieser Parameter ist aufgrund
der benétigten Genauigkeit nur duflerst schwer realisierbar.

Daher soll im diesem Kapitel eine rechnergestiitzte 3D-Kamerakalibrierung fiir handelsiibliche CCD-
Kameras vorgestellt werden. Die untersuchten neueren Verfahren (z.B. Zwei-Ebenen-Methode [GRESS])
sind auf spezielle Probleme zugeschnitten und fiir unser Projekt weniger geeignet.

Bei der Implementierung wurde daher ein klassisches Verfahren von Tsai [TSA86] gewihlt. Fiir diese
Technik kénnen wir eine schnelle iterative Losung zur Entzerrung angeben und eine verbesserte Funktion
fiir die nichtlineare Optimierung vorstellen. Im folgenden Abschnitt soll eine Ubersicht der verschiedenen
Kalibrierungs-Varianten gegeben werden, um eine Einordnung und Beurteilung der verwendeten Technik
zu ermoglichen.

2.1 Techniken der Kamera-Kalibrierung

Die bisher verdffentlichten Kalibrierungs-Techniken kénnen in verschiedene Gruppen eingeteilt werden.
Fiir die Bewertung einer Technik sind die Kriterien der Autonomie, Prizision, Effizienz, Vielseitigkeit
und Verwendung handelsiiblicher Kameras und Linsen zu untersuchen. Die Stéirken und Schwichen einer
jeden Klasse beschreibt Tsai [TSA86] folgendermafien:

Klasse 1:
Techniken mit nichtlinearer Optimierung in vollem Umfang
Vorteile :

e Sie erlauben eine einfache Anpassung an ein beliebig genaues oder komplexes Bildaufnahmemodell.
Nachteile :
e Der Beginn der nichtlinearen Suche erfordert eine gute initiale Schitzung (Autonomie-Kriterium).

e Sie benotigen eine rechenintensive nichtlineare Suche in vollem Umfang. (Effizienz-Kriterium).
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Referenzen :

e Fuaig’s klassischer Ansatz [FAI75] beruht auf einem komplizierten Abbildungsmodell und ist sehr
rechenintensiv. Durch die Verwendung der grofien Anzahl von 17 Unbekannten ist die Genauigkeit
der Kalibrierung mit 1:2000 hervorragend.

o Abdel-Aziz und Karara [AZIT1, AZI74] entwickelten die Direct Linear Transformation (DLT), damit
nur lineare Gleichungen gel6st werden miissen und erreichten eine Prézision von 1:2000 in 80 Prozent
des Sichtbereiches. Sobald aber eine Linsenverzerrung angenommen wird, so ist auch hier eine
nichtlineare Suche erforderlich.

o Sobel [SOB74] stellte eine Methode zur Kamerakalibrierung durch Ldsen von grofien nichtlinearen
Gleichungssystemen vor, wobei 18 Parameter optimiert werden mufiten. Eine Linsenverzerrung wur-
de nicht modelliert und es wurde auch keine Aussage iiber die Genauigkeit getroffen. Das System
ist von der Initialisierung der Parameter durch den Benutzer abhingig.

o Gennery [GENTY] beschreibt eine iterative Methode, um die Kameraparameter zu finden. Durch
Fehlerminimierung eines Epipolar-Constraints wurden keine 3D-Koordinaten der Kalibrierungs-
punkte benétigt, was sich jedoch als recht fehlertriichtig erwiesen hat.

Klasse 2 :

Techniken, die eine Perspektiv-Transformationsmatrix
anhand linearer Gleichungen vorab berechnen

Vorteile :

e Eine nichtlineare Optimierung ist nicht erforderlich.
Nachteile :

e Fine Linsenverzerrung kann nicht beriicksichtigt werden.

e Die Anzahl der verwendeten Variablen ist viel grofler als die Anzahl der Unbekannten, d.h. die
zu bestimmenden Variablen sind nicht immer linear unabhingig. Die Nachteile dieser redundanten
Parametrisierung liegen bei verrauschten Situationen in der mangelnden Genauigkeit durch die
fehlerbehaftete Kombination dieser Parameter.

Referenzen :

o Sutherland [SUTT74] formulierte fiir die Computergrafik sehr genau die Berechnung der perspektivi-
schen Transformationsmatrix aus einer Anzahl von Punkten.

o Yakimouvsky und Cunningham [YAKT78] prisentierten eine Kalibrierungstechnik fiir ein kleines Sicht-
feld und grofle Objektentfernungen, bei der durch Kombination von Parametern zu einzelnen Va-
riablen das Problem als lineares Gleichungssystem formuliert werden kann. Sie erreichten eine
Genauigkeit von 1:400, aber entgegen ihrer Annahme sind die Variablen nicht vollstindig linear
unabhéngig.

e Hall, Tio, McPherson und Sadjadi [HAL82] benutzten eine durchweg lineare Technik fiir die Me-
thode der kleinsten Quadrate, um die Elemente der perspektivischen Transformationsmatrix zu
bestimmen und gekriimmte Oberflichen zu vermessen.

o Ganapathy [GAN84] und Strat [STR84] leiteten eine nicht-iterative Technik zur Berechnung der
Kamera-Parameter bei gegebener perspektivischer Transformationsmatrix ab.
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Klasse 3 :
Die Zwei-Ebenen Methode
Vorteile :
e Es brauchen nur lineare Gleichungen gel6st zu werden.
e Es wird kein explizites Kameramodell verwendet.
e Die Genauigkeit kann (beliebig) prizisiert werden.
Nachteile :

e Die Anzahl der verwendeten Variablen ist mit 24 (12 fiir jede Ebene) viel grofler als die Anzahl der
Unbekannten.

e Die affine Transformation zwischen Kamera- und Weltkoordinatensystem wird als bekannt voraus-
gesetzt.

Referenzen :

e Die Technik von Martins, Birk und Kelly [MAR81] besteht in der Vermessung von Kalibrierungsda-
ten in verschiedenen Ebenen sowie im Bild. Die Daten von anderen Pixeln werden durch Interpola-
tion gewonnen. Grattoni [GRA91] berichtete nach einem Vergleich mit den klassischen Techniken,
daf} dieses Verfahren vier mal besser sei.

o Isaguirre, Pu und Summers [ISA85] erweiterten den Ansatz, um die Kalibrierung als Funktion der
Position und Orientierung von der Kamera beschreiben zu konnen. Sie verwendeten dabei einen auf
Kalman-Filterung basierenden iterativen Ansatz.

e Gremban, Thorpe und Kanade [GRES88] 16sten das Projektionsproblem der Zwei-Ebenen Methode,
allerdings durch Wiedereinfithrung der Zentralprojektion.

Klasse 4 :
Geometrische Techniken

Vorteile :

e Es kann auf die nichtlineare Suche verzichtet werden.
Nachteile :

e Eine Linsenverzerrung kann nicht berticksichtigt werden.

e Die Brennweite wird als bekannt vorausgesetzt.

e Fine Unbestimmtheit des Bildskalierungsfaktors ist nicht erlaubt.
Referenzen :

e Fischler und Bolles [FIS81] verwendeten eine geometrische Konstruktion fiir eine direkte Losung
der Kameraposition und -orientierung. Interne Kameraparameter kdnnen nicht berechnet werden
und es wurden keine Genauigkeitsangaben gegeben.

Dieser Klassifizierung entsprechend muf} das verwendete Verfahren von Tsai [TSA86] zu der ersten Kate-
gorie (Techniken mit nichtlinearer Optimierung) gezéhlt werden. Es ermoglicht eine effiziente Berechnung
der Kameraposition und -orientierung relativ zum Objektkoordinatensystem sowie der Brennweite, der
radialen Linsenverzerrung und der Parameter fiir die Bildabtastung.
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2.2 Das Kameramodell

Zunéchst soll das verwendete Kameramodell mit Perspektivprojektion und radialer Linsenverzerrung
vorgestellt werden. Dadurch wird deutlich, welche Parameter im einzelnen kalibriert werden miissen.
Die zugrundeliegende Kamerageometrie wird in Abb. (2.1) dargestellt und zeigt die verwendeten (links-
hindigen) Koordinatensysteme.

Abbildung 2.1: Kamerageometrie mit Perspekivprojektion und radialer Linsenverzerrung.

Im einzelnen bezeichnen

(Xw,Yw, Zy) die 3D-Koordinaten eines Objektpunktes P im Weltkoordinatensystem WKS,
(e, Yer 2c)  die 3D-Koordinaten von P im Kamerakoordinatensystem KKS,
B den Abstand der Bildebene vom Brennpunkt (Brennweite),
(T, Yu) die unverzerrten Bildkoordinaten von (z.,y., 2.) unter Verwendung
eines perfekten Lochkameramodells,
(z4,yq) die realen Bildkoordinaten, die sich von (x,,¥,) durch radiale
Linsenverzerrung unterscheiden, sowie (nicht im Bild eingetragen)

(xf,y5) die geriteabhingige Position von (z4,y4) im digitalisierten Bild.

Die Z-Achse des Kamerakoordinatensystems z. entspricht der optischen Achse. Bei unserer speziellen
Gestaltsrekonstruktion stimmt die Z-Achse des Weltkoordinatensystems Z,, mit der Rotationsachse des
Drehtellers iiberein. Im allgemeinen ist diese Festlegung fiir die Kalibrierung aber nicht notwendig und
die Achse kénnte daher auch beliebig gew#hlt werden.

Von den aufgefiihrten Komponenten besitzen alle die gleiche Einheit (z.B. mm). Eine Ausnahme bilden
die Positionen (x¢,yy) in dem digitalisierten Bild, welche in (Sub-)Pixeln anzugeben sind. Neben einer
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gerdteabhingigen Skalierung unterscheiden sie sich von den iibrigen Bildkoordinaten hauptséchlich in der
Umrechnung von zentrierten Koordinaten in positive Zeilen- bzw. Spaltenpositionen.

Ein Objektpunkt P kann sich zuniichst in beliebiger Lage im 3D-Raum befinden. Anhand der Projektion
von P sollen die vier Schritte zur Transformation von 3D-Weltkoordinaten (X, Yy, Zy) in geréiteabhiingi-
ge Bildpositionen (z¢,ys) erldutert werden.

1. Schritt

Zuerst muf} eine affine Transformation vom Weltkoordinatensystem des Objektpunktes (X, Yy, Zy) in
das 3D-Kamerakoordinatensystem (., Y., z.) durchgefiihrt werden. Hierzu sei

T, Xu
Ze Zy
mit
L T2 T3
R =|rm4 715 716 und T :[TZ,Ty,Tz]T.
T Tg T9

Die Transformation eines festen Korpers von einem kartesischen Koordinatensystem in ein anderes bleibt
eindeutig, sofern die 3D-Rotation um den Ursprung vor der 3D-Translation ausgefithrt wird. Die zu
kalibrierenden Parameter sind die Rotationsmatriz R und der Translationsvektor T .

2. Schritt

Es folgt die Transformation des 3D-Kamerakoordinatensystems (z.,y., 2.) in ideale, unverzerrte Bild-
koordinaten (x,,y,) unter Verwendung der Perspektivprojektion mit dem Lochkameramodell gemif}

Bz, B -y,
= und Yy = ——.
Ze Zc

(2.2)

Ty

Hier ist die Brennweite B zu kalibrieren.

3. Schritt
Die Bestimmung der unverzerrten Bildkoordinaten (z,,y,) aus den real abgebildeten Bildkoordinaten
(z4,yaq) gibt Tsai [TSA86] folgendermafen an

xd+D:c = Ty, yd+Dy =Yu (23)

mit den Abkiirzungen

D, = zq- (k112 + kor?), D, = wya- (k1% + Kor?) und r= \/wi + ycz;-

In Abb. (2.2) wird der EinfluB} der betrachteten radialen Verzerrung auf das aufgenommene Bild darge-
stellt. Die Koeffizienten der Verzerrung k1 und k2 sind hier die zu kalibrierenden Parameter. Ein positiver
Wert von k1 bzw. ke bedeutet, dafl bei der Projektion die Ecken im Bild gestaucht werden und somit
anhand einer Streckung entzerrt werden miissen.

Die Modellierung der gewéhlten Linsenverzerrung ist im Manual of Photogrammetry [MANS0] beschrieben
und sieht eine unendliche Reihe von Verzerrungskoeflizienten vor. Bei der verwendeten Technik werden
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(x4, ya)

Abbildung 2.2: Deformation des Bildes bei radialer Linsenverzerrung.

aber nur die ersten beiden Koeffizienten betrachtet, da ansonsten numerische Instabilitdten das Ergebnis
beeintrichtigen. Die Gleichungen (2.3) bewirken eine Entzerrung von Bildpunkten bei bekannten (z4,y4)-
Fiir die bisher betrachtete Transformationsrichtung miissen sie nach eben diesen Koordinaten aufgelost
werden, wodurch sich nichtlineare Gleichungen ergeben.

Die Verwendung eines numerischen Verfahrens zur Losung allgemeiner nichtlinearer Gleichungssysteme
ist in der Geschwindigkeit nicht akzeptabel, wenn z.B. ein komplettes Bild transformiert werden muf}. Aus
diesem Grund wird fiir die Verzerrung von idealen Bildpunkten (x,,y,) folgende einfache Approximation
eingesetzt:

= Tu Ydi = Yu
L+ mar_y) + Koy L LRy F Ry

mit o= \fof+yh  fir i€ {l...n}.

Mit einem Startwert von rg = /2 + y2 erhilt man durch die Gleichungen (2.4) eine erste Annéherung
fiir die gesuchte Losung von (z4,yq). Mit den Ergebnissen konnen fortlaufend verbesserte Radien r;
bestimmt werden. Durch mehrfache Anwendung dieser Berechnungsvorschrift kann die Losung iiber n
Iterationen approximiert werden. In den meisten Fillen stabilisierte sich das Ergebnis in weniger als 8
Durchliufen.

Tdi (2.4)

4. Schritt

Abschlieflend erfolgt die Transformation der realen Bildkoordinaten (x4,yq) in gerdteabhingige Bild-
positionen (zs,ys). Neben einer Skalierung und der Umrechnung von zentrierten Koordinaten in Zeilen-
bzw. Spaltenpositionen wird eine Variable fiir eventuelle Fehler in der Bildabtastung eingefiihrt. Es sei
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wobei

Ty = + ¢z, yr = 0 + ¢y, (2.5)

der Ursprung des Bildkoordinatensystems ist,

der Abstand benachbarter Pixel in einer Bildzeile ist,

den Abstand benachbarter Sensorelemente in X-Richtung bezeichnet,
den Abstand benachbarter Sensorelemente in Y-Richtung bezeichnet,
die Anzahl der Sensorelemente in X-Richtung ist und

die Anzahl der Pixel in einer Bildzeile ist.

Die Fehlerbetrachtung ist notwendig, da das Harware-Timing fiir die Abtastung und Digitalisierung
bei CCD-Kameras und Frame-Grabbern nicht immer perfekt ist. Tsai [TSA86] berichtet von 25 piz
horizontaler Abweichung durch diese Ungenauigkeiten und schligt vor, durch eine zusitzliche Variable
sz die entsprechenden Storfaktoren zu akkumulieren. Die zu kalibrierenden Parameter sind somit der
Bildskalierungsfaktor s; und der Bildursprung (cg, ¢y). Die Sensordaten sind durch Herstellerangaben zu
bestimmen. Der Gesamtprozel der beschriebenen Koordinatentransformationen ist in Abb. (2.3) noch
einmal zusammengefafit.

3D Weltkoordinaten (Xw, Yw, Zw)
|

‘ Schritt 1: Transformation mit R und T ‘
I

3D Kamerakoordinaten (xc, ye, zc)
|

‘ Schritt 2: Perspektivprojektion mit B ‘
\

Ideale unverzerrte Bildkoordinaten (xu, yu)

‘ Schritt 3: Radiale Linsenverzerrung mit Ki und Ko ‘
\

Verzerrte Bildkoordinaten (xd, yd)
|

‘ Schritt 4: Fehler im Ursprung (cx, cy) und der Abtastung mit sx
I

Gerdteabhingige Bildkoordinaten (xy, yr)

Abbildung 2.3: Abbildungsprozel des verwendeten Kameramodells.
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2.3 Kamera-Kalibrierung anhand coplanarer Punkte

Nach der Definiton des Kameramodells und der zu kalibrierenden Parameter soll nun die Bestimmung
der Unbekannten erliutert werden. Fiir die Vermessung der Aufnahmesituation ist ein besonderes Ka-
librierungsobjekt erforderlich. Die Weltkoordinaten (X,,,Yy,, Z,) und deren Ursprung kénnen dazu vom
Anwender frei gewihlt werden.

An dieser Stelle unterscheidet das Verfahren von Tsai [TSA86] zwei Situationen, die auch beide imple-
mentiert wurden. In einer ersten Variante sei zunachst angenommen, daf alle Kalibrierungspunkte in einer
Ebene mit Z,, = 0 liegen (coplanar). Die zweite Variante (vgl. Abschnitt 2.4) behandelt den allgemeineren
Fall mit beliebig positionierbaren Kalibrierungspunkten.

Nach der moglichst exakten Vermessung von mindestens fiinf coplanaren Kalibrierungspunkten und deren
Projektion im Bild konnen die internen und externen Kameraparameter berechnet werden. Um dieses
umfangreiche Kapitel 2 iibersichtlich halten zu kénnen, wird auf diverse Herleitungen und Beweise der
Existenz und Eindeutigkeit von Losungen verzichtet. Stattdessen wird eine Berechnungsvorschrift gege-
ben, wie die Unbekannten bis zur fertigen Kalibrierung schrittweise bestimmt werden kénnen.

2.3.1 Stufe 1: Berechnung der 3D-Orientierung und XY-Position
Berechnung der realen Bildkoordinaten (z4,y4)

Als erstes wird ein Bild aufgenommen und in den Rechner eingelesen. Anschlielend wird die Zeilen- und
Spaltenposition (z¢,ys) jedes Kalibrierungspunktes im Bild ermittelt, was durchaus auch subpixelgenau
erfolgen kann (siehe Abschnitt 4.1). Aufgrund der positiv definierten Bildpositionen und des linkshindigen
Koordinatensystems befindet sich die Position (0,0) in der linken unteren Ecke.

Die Parameter N¢y, Nz, d, und d, konnen durch Herstellerangaben bestimmt werden. Als Ursprung
(¢z,cy) wird vorerst ein Pixel im Bildmittelpunkt angenommen. Danach werden fiir alle Kalibrierungs-
punkte die realen Bildkoordinaten (z4,yq) folgendermaflien berechnet:

Tp—cg)-d
Tqg = % und ya = (yy — ¢y) - dy. (2.6)

Dabei muf fiir s, a-priori Wissen verwendet werden, da im coplanaren Fall der Bildskalierungsfaktor
nicht bestimmt werden kann.

Berechnung von fiinf Transformationsparametern

Fiir jeden Objektpunkt (X, Yy, Z,) im Weltkoordinatensystem und seinen entsprechenden realen Bild-
punkt (z4,v4) kann nun folgende lineare Gleichung

[dew; YaYw,Yd, —TaXw, —Jide] L = =4
mit
T
L = i S S fiir Ty;éO

aufgestellt werden, wobei T, und T} die Komponenten des Translationsvektors T bezeichnen und r; die
Elemente der Rotationsmatrix R darstellen.
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Bei mehr als fiinf Kalibrierungspunkten kann ein {iberbestimmtes Gleichungssystem erzeugt werden und
z.B. mit der Pseudoinversen nach L aufgelost werden. Dann ist

L=MT"M)"*MT.X, (2.7)

wobei M und X bei n Kalibrierungspunkten folgendermaflen gebildet werden:

YarXw1 YarYwr Yo —2TaXwr —TaYwr Tq1

YaoXw2  Ya2Yuwz Yoz —Ta2Xwz —TgeYueo Ta2
M = . . . . . und X =

yan'wn ydnywn Ydn _manwn _xdnywn Tdn

Berechnung von |T,|

Fiir die Betragsbestimmung sei

! ! rn r2

C _ r 1 7'2 _ Ty Ty
a ry ort || I Iz

4 5 Ty Ty

eine mit 7, normierte 2 x 2-Untermatrix der Rotationsmatrix R. Falls keine ganze Spalte oder Zeile von
C zu 0 wird, dann kann

g2 _ Sr = V/SE—4-(rirg —rir})?

mit Sy =rZ 4+ + 2+ 2.8
v 2 (rirl — rirh)? r=T0 +Ty +74 + 75 (2.8)

berechnet werden. Ansonsten wird der Betrag von T, durch

1
T = ——
Yo+

bestimmt, wobei r; und r; die Elemente der Zeile oder Spalte sind, die nicht verschwinden.

(2.9)

Bestimmung des Vorzeichens von T}

Es wird ein beliebiger Objektpunkt P im Weltkoordinatensystem (X, Yy, Z,) ausgesucht, dessen Bild-
position (x¢,yr) moglichst weit vom Urspung (cg,c,) entfernt liegt. Das Vorzeichen von T, wird als
positiv angenommen. Anschliefend werden aus dem Loésungsvektor L die Parameter

T1 T2

T4 5 T.
7‘1:T—y'Ty, T’QZE'Ty, T4:T—y-Ty, 7’5:@ Ty, Tw:ﬁTy (210)
extrahiert und mit der Position von P
t=r1Xy+7Yy+Ts, y=rsXp+1r:Ye+T, (2.11)

verglichen. Falls  und z4 sowie y und y4; des Kalibrierungspunktes die gleichen Vorzeichen haben, so
bleibt T}, erhalten, ansonsten ist sgn(Ty) = —1.



KAPITEL 2. KAMERA-KALIBRIERUNG 15

Berechnung der 3D-Rotationsmatrix R

Nach der Bestimmung des Vorzeichens von T}, muf} die Gleichung (2.10) erneut angewendet werden, um
die Parameter ry, 79,74, 7r5 und T, zu aktualisieren. Die Rotationsmatrix R berechnet sich dann nach der
Formel

r1 ore \Jl1—1r?—1r2
R=1|ry r5 sy/l—ri—r? (2.12)

r7 T8 T9

mit s = —sgn(riry +7rar5). Die noch fehlenden Komponenten r7,rg, 79 werden aus dem Kreuzprodukt der
ersten beiden Zeilen und unter Verwendung der Orthonormalitéitseigenschaft 72 + rZ + 73 = 1 bestimmt.
Ist bei der anschlielenden Berechnung der Brennweite B (siehe Abschnitt 2.3.2) das Vorzeichen negativ,
dann gilt

rn ore  —\/1—ri—1r2
R=1 r, 15 —sy/1—-ri—-1%|. (2.13)
—r7  —Tg T
2.3.2 Stufe 2: Berechnung der internen Kameraparameter

Bestimmung einer Approximation von B und T,

Fiir jeden Kalibrierungspunkt kann die lineare Gleichung

[y _yd][ﬁ] = WYyd

mit y = 14Xy +1r5Yy + 76 - 0+ Ty und w = r7 Xy, + 13Yy + 19 - 0 aufgestellt werden. Bei mehr als
2 Kalibrierungspunkten kann ein iiberbestimmtes Gleichungssystem erzeugt werden und z.B. mit der
Pseudoinversen nach den Unbekannten B und T, aufgelost werden. Dann ist

[f] =MTM)TMT . X, (2.14)

wobei M und X bei n Kalibrierungspunkten folgendermaflien gebildet werden:

Y1 —Yd1 W1Ydi

Y2  —Ya2 WaYd2
M = . . und X =

Yn —Ydn WnYdn

Berechnung der exakten Losung von B, T,, k1 und ks

Die genaue Berechnung der Brennweite B, der Tiefe T, und der Verzerrungskoeflizienten x; und x4 erfolgt
unter Verwendung eines Standard-Optimierungsverfahrens mit den bereits ermittelten Approximationen
als Startwerte. Fiir die radialen Verzerrungskoeffizienten wird 0 als initialer Wert angenommen.
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Wir haben uns bei der Implementation fiir die Gradientenmethode entschieden. Zur Bestimmung der
Parameter konnen dann z.B. die Gleichungen

B T4Xw + T5Yw + T’(,'Zw + Tz-
T7Xw + TSYw + T9Zw + Tz ’

) T4 Xy +15Yy + 162y + Ty
T7Xw + TSYw + T9Z'w + Tz

Tyl Yul = (2.15)
betrachtet werden. Anschaulich beschreiben diese Gleichungen die Transformation des Weltpunktes (X, Ya, Zw)
in das Kamerakoordinatensystem mit anschlieBender Perspektivprojektion. Der enstehende ideale Bild-
punkt kann aber auch durch radiale Entzerrung des real abgebildeten Bildpunktes (x4, y4) erzeugt werden.

Dazu wird

Tyo = xq- (14 k1r? + m2r4), Yz = Ya-(14+rr?+ li27‘4) mit r=/z% 4y (2.16)

berechnet. Die Fehlerfunktion

E= \/($u2 - $u1)2 + (yu2 - yu1)2 (2-17)

fiir die Suche im 4-dimensionalen Vektorraum ergibt sich dann aus dem euklidischen Abstand des auf
unterschiedliche Weise berechneten idealen Bildpunktes. Der Gradient von E

_ [ 8E B8E 8E O8E 1T
VE = [ 5 x> 68> 5T, ] (2.18)

berechnet sich aus den partiellen Ableitungen

OE  _ r? - ((Tu2 — Tu1) - Ta + (Yuz = Yu1) - Ya)

6/%1 E ’

OE  _ - (Tu2 = Tu1) - Ta + (Yu2 = Yu1) - Ya)

6/412 E ’

22 _ (w2 — zu1) - (MXw +12Ye + 1320 + To) + (Yu2 — Yu1) - (17 Xw + 1Y + 192y + Ty))
08 E - (rXw + sV + 7970 + T0) :
OFE _ B- (($u2 - wul) . (T'le + 7Yy, + 13y, + Tw) + (yu2 - yul) . (7'7Xw +7r8Yy + 192y + Ty))
oT, E-(rXy+r8Yy +19Zy +T7)2

und gibt die Richtung des steilsten Anstiegs der Fehlerfunktion E an. Da ein Fehlerminimum benotigt
wird, muf} entgegen der Gradientenrichtung iterativ das Optimum gesucht werden.

Der Bildmittelpunkt (c;,c,) kann ebenfalls optimiert werden, wenn in der Fehlerfunktion E der reale
Bildpunkt folgendermaflen ersetzt

d, - (zs—c
ZUd:%; Ya=dy - (yr —cy)
und der Gradient VE entsprechend angepafit wird. Tsai [TSA86] beschreibt allerdings, dafl dies nicht
zwingend erforderlich sei. In seinen Experimenten hitte eine Verschiebung des Ursprungs um 10 piz kaum
Einfluf} auf die Genauigkeit der Kalibrierung gehabt.
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2.4 Kamera-Kalibrierung mit nicht-coplanaren Punkten

Die allgemeinere Variante ermdoglicht die Verwendung beliebig positionierter Kalibrierungspunkte und
bestimmt zuséitzlich den Bildskalierungsfaktor s,. Allerdings miissen dazu mindestens 7 Kalibrierungs-
punkte ausgemessen werden.

2.4.1 Stufe 1: Berechnung der 3D-Orientierung, XY-Position und Skalierung
Berechnung der realen Bildkoordinaten (z4,y4)

Die Berechnung der Koordinaten (x4,yq) erfolgt genau wie im coplanaren Fall, mit der Ausnahme, daf§
der Bildskalierungsfaktor s, vorerst auf 1 gesetzt wird.

Berechnung von sieben Transformationsparametern

Das folgende Verfahren entspricht dem coplanaren Fall, nur dafl Z,, nicht auf 0 gesetzt wird. Fiir je-
den Objektpunkt im Weltkoordinatensystem (X,,,Y,,, Z,) und seinen entsprechenden Bildpunkt kann
folgende lineare Gleichung

[dewa YaYws YdZw,Yd» —TaXw, —Ta¥ew — dew] L = =4
mit
T
T18g T2Sz T3Sy IxSy Ta Ts Te

L = T Ts Te fir T
T, T, T, T, T, T, T, e y 70

aufgestellt werden. Bei mehr als sieben Punkten kann ein iiberbestimmtes Gleichungssystem erzeugt
werden und z.B mit der Pseudoinversen nach L aufgelést werden. Dann ist

L=M"M)*MT. X, (2.19)

wobei M und X bei n Kalibrierungspunkten folgendermaflen zusammengesetzt sind:

YarXw1 YarYwr Ya1Zwt Yo —TaXwr —TaiYwr —TaZwt Tq1

YaoXw2 Ya2Ywr Ya2Zuw2 Ya2 —TieXwz —Ta2Ywz —Ta2Zwo ZTa2
M = ) ) ) ) ) ) ) , X =

yanwn ydnYwn yanum Ydn _xan'wn _xdnywn _xanwn Tdn

Berechnung von |T|

Zuniichst sollen folgende Abkiirzungen

= SapT1 0 — SpT2 o — SpT'3 oy — Sely
1 — ) 2 — ) 3 = ) 4 — )
Ty Ty Ty T
T4 Ts Tg
@5 = a6 = 7 ar = 7 (2:20)
y y y

fiir die Komponenten des Losungsvektors L eingefiihrt werden.
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Der Betrag von T, kann dann durch

1
Tyl = 5—— (2.21)
vag +ag + az
berechnet werden.
Bestimmung von s,
Der Bildskalierungsfaktor s, wird anhand der Gleichung
S, =1/a} + a3+ a% - |T,| (2.22)
ermittelt.
Berechnung der 3D-Rotationsmatrix R
Anschliefiend werden aus dem Losungsvektor L die gesuchten Parameter
T, T, T. T,
ro=a -, Ty =as- -, r3 =as - -, Ty =ay-—2,
Sz Sy Sz Sz
r4 =as - Ty, s = Qg * Ty, re = ay - Ty (223)

extrahiert. Die fehlenden Komponenten r7,rs,79 werden wiederum durch das Kreuzprodukt der ersten
beiden Zeilen und unter Verwendung der Orthonormalitétseigenschaft r2 + rZ + r2 = 1 bestimmt.

Im Originaltext von Tsai [TSA86] hat sich anscheinend ein kleiner Fehler eingeschlichen. In der Gleichung
(2.23) werden anstelle der ersten vier alle sieben Komponenten durch s, dividiert. Es 148t sich aber leicht
verifizieren, daf} fiir einen Bildskalierungsfaktor s, # 1 die Orthonmormalititseigenschaft der zweiten
Zeile verletzt, bzw. die Determinante der Rotationsmatrix R ungleich 1 wird. Dieser kleine Fehler soll
allerdings in einer neueren Veroffentlichung [TSA87], die uns nicht zur Verfiigung stand, erkannt und
beseitigt worden sein.

2.4.2 Stufe 2: Berechnung der internen Kameraparameter

Das Verfahren ist identisch mit dem coplanaren Fall, nur dafl auch hier Z,, nicht auf 0 gesetzt werden
darf.
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2.5 Experimentelle Ergebnisse

Ohne grofleren technischen Aufwand ist es nicht einfach, die Genauigkeit der Kalibrierung bei einer
realen Aufnahmesituation zu bestimmen. Die Weltkoordinaten kénnen meistens noch millimetergenau
vermessen werden, doch quantitative Aussagen iiber die Kameraparameter sind kaum zu verifizieren. So
ist die Position des Brennpunktes und dessen Abstand vom Sensor von aufien nur zu schitzen. Aus diesem
Grund soll zunéichst die Analyse der Kalibrierung mit synthetischen Daten durchgefiihrt werden.

Im folgenden wird die Kalibrierung mit nicht-coplanaren Punkten beschrieben, da dieses Verfahren prak-
tikabler ist. Es werden zwar zwei Kalibrierungspunkte mehr bend&tigt, aber in der Positionierung ist man
nicht eingeschriinkt und beim Skalierungsfaktor ist man nicht auf ein Vorwissen angewiesen. Der Spezial-
fall mit coplanaren Punkten zeigt bei einer guten Schitzung von s, gleichwertige Resultate, so dafl man
sich auf die Auswertung eines Verfahrens beschrénken kann.

2.5.1 Generierung synthetischer Daten

Als Referenzmodell wird ein ursprungszentrierter Wiirfel mit der Kantenléinge von 90cm und insgesamt
48 Punkten in 3 Ebenen generiert. Die Verzerrungskoeffizienten x; und s2 betragen jeweils —1.0 - 10~°.
In Abb. (2.4) sind einige Variationen des Referenzmodells dargestellt.

Durch einen Zufallszahlen-Generator werden die Weltkoordinaten (X,,,Yy,, Z,,) der Kalibrierungspunk-
te verrauscht und beziiglich einer vorgegebenen Position und Orientierung transformiert. Anschliefend
werden die gestorten Koordinaten in das Bild projiziert (z,ys) und ebenfalls mit einem Rauschen unter-
legt. Fiir das Referenzmodell wurde ein normalverteiltes Rauschen mit der Standardabweichung o = 0.1
verwendet, d.h die mittlere quadratische Abweichung betriigt bei den Weltkoordinaten 0.1mm und min-
destens 11—0 Pixel im Bild. Die generierte Storung entspricht somit 10 Prozent des in in Tabelle (2.3)
dargestellten Fehlers.

Die synthetisch erzeugten Kalibrierungspunkte im Weltkoordinatensystem und deren subpixelgenaue
Bildkoordinaten werden gespeichert und dienen als Eingabe fiir die Kalibrierung. Bei der Durchfiihrung
der Tests wurden die Herstellerangaben (vgl. Tabelle 2.1) aus der technischen Beschreibung der SONY
CCD Kamera [SON89] iibernommen.

Herstellerangaben
Parameter | horizontal | vertikal
Sensorgrofe 8.8 mm | 6.6 mm
Sensorpunkte 786 sels | 581 sels
Bildpunkte 512 pix 512 piz
Bildmittelpunkt 256 pix 256 pix

Tabelle 2.1: Herstellerangaben der verwendeten Kamera.

2.5.2 Durchfithrung einer Kalibrierung

In der Tabelle (2.2) sind die Ergebnisse von zwei Kalibrierungen mit synthetischen Daten aufgefiihrt.
Der Datensatz I beschreibt die Kalibrierung des verwendeten Referenzmodells mit einem 8mm Weit-
winkelobjektiv aus ca. 2m Entfernung. Diese Werte bilden die Grundlage fiir die in Abschnitt (2.5.3)
durchgefiihrte Fehlerbetrachtung.
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a.) Zwei Ebenen mit jeweils vier Punkten. b.) Sechs Ebenen mit jeweils 36 Punkten.

c.) Teleobjektiv und starkes Rauschen. d.) Starke radiale Linsenverzerrung.

Abbildung 2.4: Beispiele der synthetischen Generierung von Kalibrierungspunkten.
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Externe Kameraparameter
Parameter || Originaldaten 1 | Kalibrierung I || Originaldaten 11 | Kalibrierung II
Translation T, 80.0 mm 80.000 mm 80.0 mm 79.998 mm
T, 100.0 mm 100.011 mm 100.0 mm 100.008 mm
T, 2000.0 mm 1998.276 mm 8000.0 mm 7999.535 mm
Rotation R Yaw 60.0 grd 59.994 grd 60.0 grd 59.994 grd
Pitch 20.0 grd 20.003 grd 20.0 grd 20.002 grd
Roll -5.0 grd -5.003 grd -5.0 grd -5.003 grd
Interne Kameraparameter
Parameter || Originaldaten 1 | Kalibrierung 1 || Originaldaten 1T | Kalibrierung IT
Brennweite B 8.0 mm 7.998 mm 32.0 mm 32.016 mm
Skalierungsfaktor s, 1.020 1.020 1.020 1.020
Verzerrungs- k1 || —1.0-107° —— | =1.3-1077 —— || =1.0-107° —— | -1.5-1077 —
koeflizienten ke | —1.0-10° —— [ -31-10° 5 [[-1.0-10° —— [ —2.7-10 ° ——

Tabelle 2.2: Ergebnis der Kamera-Kalibrierung mit synthetischen Testdaten.

Bei der Anderung der Brennweite mufite die Distanz zum Objekt angepaft werden, um das Bild gleich-
m#fBig auszufiillen und die Versuchsbedingungen anzugleichen. Der Datensatz II zeigt die Ergebnisse
dieser Kalibrierung mit einem Teleobjetiv von 32mm aus ca. 8m Entfernung. Zum besseren Vergleich der
affinen Transformation zwischen Welt- und Kamerakoordinatensystem ist es sinnvoll, die Rotationsmatrix
R als Funktion der Fulerwinkel Yaw 6, Pitch ¢ und Roll 1 auszudriicken. Die Rotationsmatrix

R

cos cosf

— sin cos ¢ + cos sin fsin ¢
sin 4 sin ¢ + cos ) sin 6 cos ¢

sin 1) cos

cos1) cos ¢ + sin sin f sin ¢

—siné
cos@sin ¢

—costYsing +sinysin@ cosp cosfcos o

ist durch die drei Winkel eindeutig bestimmt und kann anhand folgender Berechnung

)

r
¥ = arctan (—4) ,

1

r
¢ = arctan | — 7 -
r1 COS Y + 14 Sin

0 — arctan r3siny — rg cosy

75 COS Y — T2 8in 1

in eine gleichwertige Reprisentation mit nur drei Parametern umgeformt werden.
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2.5.3 Fehlerbetrachtung

Als Fehler kann der euklidische Abstand zwischen der berechneten und der erwarteten Position eines
Kalibrierungspunktes definiert werden. Bei der Riickprojektion wird die ideale Tiefe Z,, verwendet und
die Abweichung in der XY-Ebene betrachtet. Fiir die Darstellung des Fehlers in Abhéngigkeit von unter-
schiedlichen Parametern werden folgende Abkiirzungen eingefiihrt:

o mp Durchschnittlicher Fehler der Projektion (Mittelwert).
e mb Durchschnittlicher Fehler der Riickprojektion.
e sp Mittlere quadratische Abweichung der Projektion (Standardabweichung).

e sb Mittlere quadratische Abweichung der Riickprojektion.

Bei der Interpretation der Diagramme ist folgendes zu beachten. Beziiglich der Transformationsrichtung
ist der Ordinate die Einheit piz bzw. mm zuzuordnen. Mit Ausnahme des einen variablen Parameters
auf der Abszisse entsprechen alle {ibrigen Werte dem oben beschriebenen Referenzmodell. Aufgrund der
annihernden Symmetrie wurde bei den Verzerrungskoeffizienten nur der positive Wertebereich dargestellt.

Die Abbildung (2.5) zeigt, dafl prinzipiell mit der Anzahl der Kalibrierungspunkte auch die Genauigkeit
steigt. Aber bei mehr als 20 Punkten pro Ebene ist eine Verbesserung kaum noch festzustellen. Ein
dhnliches Verhalten kann man in Abb. (2.6) betrachten, wo der Fehler mit zunehmender Anzahl der
Ebenen sinkt. Auch hier ist eine Stagnation bei mehr als 4 parallelen Kalibrierungsebenen festzustellen.
Der generierte Fehler einer normalverteilten Stérung der Kalibrierungspunkte mit einer Standardab-
weichung o von jeweils 1.0 ist in der Tabelle (2.3) aufgefiihrt.

| Stérung der Kalibrierungspunkte |
Durchschnittlicher Fehler der  Weltpunkte || 1.650 mm
Bildpunkte || 1.354 pix
Maximale Abweichung der Weltpunkte || 4.364 mm
Bildpunkte || 3.365 piz

Tabelle 2.3: Rauschen bei der Generierung von Kalibrierungspunkten mit der Standardabweichung o = 1.

Nach der Kalibrierung hat sich der Fehler verringert mit einer resultiernden mittleren quadratischen
Abweichung von 0.5 piz im Bild bzw. 0.95 mm bei der Riickprojektion. Dieser Sachverhalt ist in der
Abbildung (2.7) dargestellt. Die Reduzierung der Abweichung ist durch die quadratische Fehlermini-
mierung der Pseudoinversen zu erkldren.

Entgegen anfiinglicher Vermutungen zeigt die Abb. (2.8), dafl die Kalibrierung von der Brennweite nahezu
unabhéngig ist, d.h die Verwendung von Teleobjektiv oder Weitwinkel spielt anscheinend keine wesent-
liche Rolle, wenn der Abstand zum Objekt entsprechend angepafit wird. Die Verzerrungskoeffizienten
bewegen sich in einem sehr kleinen Wertebereich. Der resultierende Fehler in Abhingigkeit von der ra-
dialen Verzerrung ist in Abb. (2.9) dargestellt. Wihrend der Betrag der Verzerrung bei der verwendeten
SONY Kamera kaum wahrnehmbar im Bereich von 1075 liegt, zeigt das Kalibrierungsverfahren erst ab
1073 sichtbare Schwichen. Bei der Annahme einer solch starken Verzerrung wird das Bild allerdings so
extrem zu einem Kreis oder X deformiert, wie es bei keiner realen Kamera der Fall sein diirfte.
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Abbildung 2.5: Fehler der Kalibrierung bei variabler Punktanzahl pro Ebene.

pix / mm

0.1
0.09
0.08
\ mb
0.07
0.06
\X /(
0.05
0.04
mp
—
0.03
. s
x
e N D D S S
0.02
2 25 3 3.5 4 4.5 5 55 6

Anzahl der Ebenen

Abbildung 2.6: Kalibrierungsfehler bei unterschiedlich vielen Ebenen.
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Abbildung 2.7: Fehler durch Verrauschen der Kalibrierungsdaten.
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Abbildung 2.8: Kalibrierungsfehler bei unterschiedlichen Brennweiten.
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Abbildung 2.9: Fehler in Abhingigkeit der radialen Verzerrung.

a.) Szene IIT mit zwei kleinen Ebenen. b.) Szene IV mit besserer Bildausnutzung.

Abbildung 2.10: Beispiele realer Kalibrierungsbilder mit eingeblendetem Drehteller-Raster.
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Externe Kameraparameter
Parameter || Kalibrierung 111 | Kalibrierung IV
Translation T, 19.787 mm 1.491 mm
Ty -14.194 mm -76.666 mm
T, 1565.392 mm 830.460 mm
Rotation R Yaw -140.702 grd -123.766 grd
Pitch 21.164 grd 41.392 grd
Roll -23.704 grd -23.016 grd
Interne Kameraparameter
Parameter || Kalibrierung 111 | Kalibrierung IV
Brennweite B 35.117 mm 14.767 mm
Skalierungsfaktor s, 1.013 1.018
Verzerrungs- K || =5.7-107° —— | 3.3-1077 —
koeffizienten ke || —13-10° —— [ -1.2-10° —
Kalibrierungsfehler
Parameter || Kalibrierung IIT | Kalibrierung IV
Mittelwert Projektion mp 0.564 pix 0.459 pix
Mittelwert Riickprojektion mb 0.268 mm 0.232 mm
Standardabweichung Projektion sp 0.337 pix 0.260 pix
Standardabweichung Riickprojektion  sb 0.141 mm 0.163 mm

Tabelle 2.4: Ergebnis der Kamera-Kalibrierung bei realen Kalibrierungsdaten.

2.5.4 Kalibrierung von Realdaten

Bei der Verwendung von realen Daten muf} das Kalibrierungsobjekt neu iiberdacht werden, da mehrfach
gestaffelte Ebenen durch ihre Verdeckung nicht einfach zu handhaben sind. Dieses Problem kann man
zwar durch mehrere Aufnahmen von einer Ebene in verschiedenen Abstinden l6sen, jedoch ist selbst
unter Laborbedingungen die exakt parallele Positionierung #uflerst schwierig. Aus diesem Grund haben
wir die Ebenen mit den Kalibrierungspunkten orthogonal fixiert. Die Tabelle (2.4) zeigt die Ergebnisse
bzw. Fehler von Kalibrierungen mit realen Daten.

Die Abbildung (2.10) gibt eine grobe optische Kontrolle der erreichten Qualitét. Dabei wurden die Welt-
koordinaten der Kalibrierungspunkte mit den berechneten Parametern in das Bild projiziert und mit
einem Kreuzchen versehen. Bei einer guten Bestimmung der Parameter miissen sie die Position der real
abgebildeten Kalibrierungspunkte exakt tiberlagern. Zusatzlich wurde das Millimeterraster des bekann-
ten Drehtellers in das digitalisierte Bild eingeblendet, um die berechnete Orientierung und Skalierung
einfacher verifizieren zu kénnen. In der linken Szene III mit den zwei kleinen Kalibrierungsebenen ist das
Bild ungiinstig aufgeteilt. Genauere Ergebnisse lassen sich erzielen, wenn die Kalibrierungspunkte wie in
der rechten Szene IV besser {iber das komplette Bild verteilt werden und den gesamten Raum abdecken.
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Kapitel 3
Vorverarbeitung

In diesem Kapitel werden einige Vorverarbeitungsschritte beschrieben, die eine spitere Merkmalsex-
traktion in den Grauwertbildern erleichtern soll. Eine einfache Operation zur Bildverbesserung stellt
z.B. die globale Grauwertanpassung dar, die nach jeder realen Aufnahme mit der CCD-Videokamera
durchgefiihrt wurde. Der dynamische Schwellwert wurde speziell fiir die Detektion von Kalibriermar-
ken im Bild eingesetzt. Weil diese den gesamten Raum abdecken sollen, ist eine optimale Ausleuchtung
des Kalibrierungsobjekts nicht ganz unproblematisch. Mit einem festen Schwellwert ist es dann nahezu
unmoglich alle Kalibrierungspunkte im Bild wiederzufinden. Durch den maximalen lokalen Kontrast der
dynamischen Histogrammegalisierung wurde versucht, moglichst viele Merkmale hervorzuheben, die dann
iiber mehrere Bilder verfolgt werden konnen.

3.1 Globale Grauwertanpassung

Bei ungiinstigen Beleuchtungsverhiltnissen kann die Helligkeit und der Kontrast eines Bildes auf einfache
Weise verbessert werden. Die folgende lineare, ortsunabhingige und globale Transformation nutzt den
ganzen zur Verfiigung stehenden Grauwertbereich [Gin, - - -, Gmaz] aus

f(z,y) = (f(@,y) = fmin) - H,

wobei fin und fraz c_ije minimal bzw. maximal vorkommenden Grauwerte des Ausgangsbildes f be-
schreiben. Unter- bzw. Uberbelichtungen werden durch die konstante Grauwertverschiebung ausgeglichen
und eine Multiplikation mit einem Faktor grofier als 1 verursacht eine Kontrastverstirkung (vgl. Abb.3.1).

(3.1)

3.2 Dynamischer Schwellwert

Bei dem adaptiven Schwellwert-Verfahren wird das Ausgangsbild f in n x n Felder eingeteilt und fiir
jedes einzelne Feld ein lokales Histogramm berechnet. Es wird nun ein lokaler Schwellwert gesucht, der
die interessanten Objekte vom Hintergrund trennt, wozu jeweils eine Bimodalititsprifung [HAB89] mit
folgenden Schritten durchgefiihrt wird:

Im Histogramm wird von G,,;, aufsteigend das erste lokale Maximum ermittelt. In einem bestimmten
Fangbereich wird nach weiteren lokalen Maxima gesucht. Von G,,,, absteigend wird ebenfalls das erste
Maximum gesucht und ein Fangbereich verwendet. Liegt zwischen den ermittelten Maxima ein weiteres
lokales Maximum, so ist das Histogramm nicht bimodal.
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Abbildung 3.1: Kontrastanhebung durch globale Grauwertanpassung.

Anschliefend wird ein Minimum zwischen den lokalen Maxima gesucht und das Verhiltnis zu dem kleine-
ren der beiden Maxima betrachtet. Das Histogramm wird als bimodal akzeptiert, wenn dieses Verhéltnis
grofler als ein vorgegebener Schwellwert ist. Dadurch erhilt man fiir jedes der n x n Histogramme auto-
matisch einen lokalen Schwellwert.

Ist ein Histogramm nicht bimodal, d.h. es konnte kein Schwellwert abgeleitet werden, so wird dieser
durch arithmetische Mittelung der bereits berechneten Schwellwerte in der 8-Nachbarschaft ergénzt. Es
muf allerdings verhindert werden, da8 es an den Ubergéingen zwischen den Feldern durch die unter-
schiedlichen lokalen Schwellwerte zu Diskontinuititen kommt. Dazu wird der lokale Schwellwert S jeweils
in der Feldmitte angenommen und zwischen den einzelnen Feldern bilinear interpoliert (siche Abb.3.2).
In Abhingigkeit vom Abstand zum Feldmittelpunkt der Nachbarfelder (a,b) ergibt sich fiir einen Bild-
punkt an der Stelle (z,y) folgender Schwellwert:

S(a,y) = (1—a)(1—b)-8@,5) +(1—a)b-S@,j+1)+al—b)-SG+1,§) +ba-SG+1,j+1). (3.2)

Das Ergebnis der Transformation ist abhingig von der Feldgréfle. Werden die Felder zu grof3 gewihlt, so
entspricht die Transformation einer herkdmmlichen globalen Schwellwertbildung. In einem Feld sollten
mindestens so viele Punkte liegen, wie Grauwerte zur Verfiigung stehen, da sonst die Schitzung der
Grauwertverteilung nicht repréisentativ sein kann. Somit ergeben sich sinnvolle Feldgréfen zwischen 16x 16
und 64 x 64 Bildpunkten.

Bei der Bimodalitétspriifung kann der Fangbereich automatisch bestimmt werden. Beginnend von 0.5 -
(Gmaz — Gmin) wird er solange veringert, bis er zu Null wird oder das Histogramm als bimodal erkannt
wird. Die Schwelle fiir die Akzeptanz eines bimodalen Histogramms sollte nicht zu niedrig gewdhlt werden,
da ansonsten falsche Schwellwerte bestimmt werden. Das Zurilickweisen eines Histogramms wirkt sich
durch die Interpolation der korrekten Nachbarn weniger gravierend aus. Ein Beispiel fiir die Anwendung
des dynamischen Schwellwertes ist in Abb. (3.3) gegeben.
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Abbildung 3.2: Interpolation der lokalen Schwellwerte.

a.) Biniirbild bei dynamischem Schwellwert. b.) Der Schwellwert bei Fenstergrofie 16.

Abbildung 3.3: Anwendung des dynamischen Schwellwertes.
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a.) Fenstergrofie 16. b.) Fenstergrofie 64.

Abbildung 3.4: Histogrammegalisierung mit verschiedenen Fenstergréfien

3.3 Dynamische Histogrammegalisierung

Damit einzelne Gebiete gut unterscheidbar werden, ist ein optimaler lokaler Kontrast erforderlich. Bei
der sogenannten Histogrammegalisierung [WAH84] werden dazu die Intensitétswerte gleichmBig auf
den gesamten zur Verfiigung stehenden Grauwertbereich verteilt. Dazu wird ein Vektor mit den neuen
Intensitéitswerten (Look-Up-Tabelle) erstellt, wobei die Grauwerte f des Ausgangsbildes folgendermafien
als Index dienen:

G’(i):%‘r{(m fir i € {Gmin---Gmas} (3.3)
mit
fi ] )
K(g) = | 3 A |- LA Unin)
J=fmin
fmaa: .
N = Z H(j) _(H(fmaw);'H(fmm))
J=fmin

Man bezeichnet K als kumulative Verteilungsfunktion und N normiert auf die Pixelanzahl, wobei H (fy,in)
und H(fmaz) die Hiufigkeit des kleinsten bzw. grofiten Grauwertes angeben. Um den negativen Einflufl
dominanter Grauwertbereiche auszuschlieflen, wird das Bild, wie oben beschrieben, in mehrere Felder
eingeteilt und lokale Histogramme erstellt. Der Grauwert f eines Bildpunktes an der Stelle (z,y) dient
als Index zur Transformation in den benachbarten Histogrammen. Der eigentliche Grauwert wird anhand
der relativen Gewichtung zu den resultierenden Grauwerten entsprechend interpoliert. Die Auswirkung
unterschiedlicher Fenstergroflen auf die dynamische Histogrammegalisierung wird in Abb. (3.4) deutlich.
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3.4 Medianfilter

Der Medianfilter gehort zur Klasse der Rangordnungsoperatoren [BJA93]. Aus den Pixeln einer Umgebung
wird nicht ein Mittelwert gebildet, sondern es wird der Grauwert, der sich in der Mitte der sortierten
Liste von Grauwerten aus der Filtermaske befindet, ausgewihlt. Formal gilt

Median = Gy € (G1,G2,...,GN-1,GN)C G; € Umgebung, 1<i< N
Mit C als reflexive, asymetrische, transitive Relation.
Die wichtigsten deterministischen Eigenschaften des Medianfilters sind, dafl
e Grauwertkanten erhalten bleiben,
e Grauwertimpulse eliminiert werden (Rauschunterdriickung) und

o der Wertebereich der Bildfunktion nicht erweitert wird.

Anwendung

Alle real aufgenommenen Grauwertbilder werden in der Vorverarbeitung Median gefiltert. Es wird aus
Griinden der Effizienz eine eindimensionale Filtermaske der Gréfle 3 in X- und Y-Richtung angewendet.
Als Ordnung wird die bekannte Grofler-Relation der Natiirlichen Zahlen verwendet.



Kapitel 4

Merkmalsextraktion

4.1 Subpixelgenaue Punktbestimmung

Im folgenden wird beschrieben, wie die Koordinaten von Bildpunkten zur subpixelgenauen Bestimmung
von Marken in Kalibrierungsbildern errechnet werden. Die grundsétzliche Idee besteht in der Berech-
nung der Zentroiden der Flichen der Punkte. Dabei miissen jedoch Digitalisierungseffekte berticksichtigt
werden.

4.1.1 Grundsitzliche Uberlegungen

Unter der Annahme, dafl ein Weltpunkt schwarz und der Hintergrund weif} ist, wird eine Kante nicht
immer genau auf das Gitter des Kamerasensors abgebildet. In den nachfolgenden Betrachtungen wird
ein ideales Kameramodell, das heifit ideale Perspektivprojektion, angenommen. Dies bedeutet, daf alle
Punkte scharf abgebildet werden, und keine Unschirfe im Bild durch fehlerhafte Fokussierung entstehen
kann. Die Abb. 4.1 veranschaulicht den Sachverhalt der Digitalisierung.

ideale Kante

ideale Kante

ideale Kante

Kante trifft das Raster Kante verfehlt das Raster (1) Kante verfehlt das Raster (2)

Abbildung 4.1: Digitalisierungseffekt am Beispiel einer Kante

Wie leicht zu erkennen ist, beschréinkt sich der Einflu} der Kante auf die unmittelbare Nachbarschaft.
In einem Gebiet €2 - der Fliche eines abgebildeten Kalibrierungspunktes - definieren wir die im Idealfall
schwarzen Rasterpunkte P als Kern und die grauen als Rand. Beides zusammen ergibt das Gebiet €,
wobei jedoch die Randpunkte gewichtet mit ihrem Grauwert G in die Berechnung des Zentroiden eingehen
miissen, da sie nur Teile der Kante représentieren.
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Fiir ein Grauwertfunktion g(z,y) eines Bildes lautet die allgemeine Definition absoluter Momente m.
hoherer Ordnung

mm=//w’“ysg(x,y)dwdy :
Ty

Der Zentroid C = (x.,y.) ist darauf basierend definiert als

_ [(M1i0 Mo1
(Tc,ye) = moa’ m
00 ™Moo

wobei mgg als die Fliche von ) bekannt ist.

Im Falle einer diskreten digitalen Bildfunktion f(z,y) und damit einer begrenzten Anzahl von Punkten,
verdndern sich die Berechnungen von der Integration zur endlichen Summationen iiber ein Gebiet (2.

mazx

Mrs N szrysw V(z,y) € 2 und Gpaz #0
z oy

~ Z .'L'T ys .gway)

f(z.y)eR mee

Der Divisor G, (maximaler Grauwert # 0) wird hier eingesetzt, um die einzelnen Werte f(z,y) von
Bildpunkten auf das Intervall [0,1] zu normieren. Die Berechnung des Zentroiden sieht dann folgender-
maflen aus:

> zflmy) Xy flwy)

o X f@y) X fay)
fz,y)€Q flz,y)eQ

Um eine korrekte Gewichtung der Grauwerte bzgl. unserer Semantik eines schwarzen Punktes zu erhalten,
muf} dafiir gesorgt werden, dal der Kern (die schwarzen Punkte) den maximalen Grauwert G,,, und
der Hintergrund (die weiflen Punkte) den Wert Null erhilt. Dies kann wenn notig durch Invertierung des
Grauwertbildes erreicht werden.

In der Praxis wird zur Berechnung der Zentroide der Kalibrierungspunkte, wie in Abb.4.2 dargestellt,
vorgegangen.

4.1.2 Anmerkung

Als Kalibrierungspunkte haben sich Kreise, deren Abbilder grofler als ein Pixel sind, bewihrt. Diese
kreisformigen Merkmale werden als verzerrte Ellipsen abgebildet, deren perspektivische Verzerrung auch
den Zentroiden C' des Kreises verschiebt (siehe Abb. 4.3).

In unserer Praxis hat sich dieser Fehler, der abhingig von der Grofle der Ellipsenfléiche ist, als unterhalb
der moglichen detektierbaren Genauigkeit und somit als vernachléssigbar herausgestellt.
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a) Orginal b) Kern c¢) Kern dilateriert d) Kern und Rand

Abbildung 4.2: Subpixelgenaue Punktebestimmung: b) Uber einen Schwellwert wird der Kern des Orgi-
nalbildes a) selektiert. ¢) Durch binére Dilatation mit einer 3 x 3 Maske wird der Rand miteinbezogen. d)
Mit dem berechneten Bild ¢) als Schablone werden die Grauwerte aus dem Originalbild a) ausgestanzt
und der Zentroid von 2 wird jetzt grauwertgewichtet bestimmt.

Xc\ XC‘

| |

| |
R

| -~ _

T YC YC
—

| |

| |

| |

[ [
a) Parallelprojektion b) Perspektivprojektion

Abbildung 4.3: Perspektivische Verzerrung von Elipsen a) Beispiel der Parallelprojektion eines Kreises aus
einer Ebene antiparallel zur Projektionsebene, b) Perspektivprojektion des zuvor beschriebenen Kreises
(hier die Darstellung der vertikalen Abweichung des Zentroiden von den tatséchlichen Koordinaten)




KAPITEL 4. MERKMALSEXTRAKTION 37

4.2 Der Marr-Hildreth-Operator

Im folgenden sollen optimale Operatoren zur Detektion von Kanten in Grauwertbildern vorgestellt werden,
die im Projekt zur Merkmalsbestimmung eingesetzt werden. Die Theorie des Marr-Hildreth-Operators
stiitzt sich auf neurophysiologische Untersuchungen des menschlichen Sehens und funktioniert wie ein
Bandpafifilter, also einer Kombination aus Tiefpafifilter mit einem Hochpafifilter [MAR80, HIL83].

4.2.1 Anforderungen

Der Operator sollte eine begrenzte Bandbreite haben, weil es kaum moglich ist, einen optimalen Kanten-
operator fiir alle Ortsfrequenzbereiche zu finden. Die jeweils zu verwendende Bandbreite sollte iiber Pa-
rameter einzustellen sein.

Durch die Feststellung, dafl bei der Lokalisierung von Kanten im Ausgangsbild die Intensitétsinderungen
ortlich beschrinkt sind, ist folgendes klassisches Problem gegeben:

Unschdrferelation der Fourier-Transformation: ,, Fine genaue Lokalisation in einem Raum, sei es auch
nur durch steile Kanten, fihrt zu einer Verschmierung iber weite Bereiche im reziproken Raum.”

Der optimale Operator muf} also die beiden widerspriichlichen Anforderungen der begrenzten Bandbreite
im Ortsfrequenzraum und des begrenzten Einzugsbereichs im Ortsraum minimieren.

4.2.2 Laplacian-of-Gaussian (LoG)

Der Marr-Hildreth-Operator folgt der klassischen Vorstellung eines Kantenoperators, bestehend aus einem
Glattungsfilter und einem Ableitungsoperator.

Glattungsfilter

Neben der Dirac-Funktion ist bekanntermafien die Gauf-Funtion (Glockenkurve) die einzige, die sowohl
im Orts- als auch im Frequenzraum ihre Form beibehiilt und somit zur Glittung verwendet werden kann
(sieche Abb. 4.4). Der erste Schritt beim Marr-Hildreth-Filter ist die Glattung des Ausgangsbildes anhand
der Faltung

0.05
0.04
0.03
0.02
0.01
0
-0.01

5 -5

Abbildung 4.4: Gaufifunktion mit Standardabweichung o = 2.
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fg(xay) =G,,(x,y)*f(x,y) (41)
mit dem Gauf3-Filter
1 (2% + y?)

_ _ ") 4.2
Go(2,y) = 5—5 exp [ 572 (4.2)

und der Standardabweichung o. Bei einer Filtergrofie von (2r + 1) x (2r 4 1) ergibt sich insgesamt:

1 & & (i + %) S

fo(z,y) = 702 Z Z exp [—T] fl@+i,y+7). (4.3)

i=—rj=—r

Ableitungsoperator

Im zweiten Schritt wird mit dem linearen und rotationssymmetrischen Laplace-Operator eine Anhebung
der hohen Frequenzen durchgefiihrt.

fLoG(m;y) = V2f9(may) (44)

Beide Filter sind linear und ortsunabhingig, so daf} sie zu einem Filter, dem sogenannten Marr-Hildreth-
Operator

froa(z,y) = V*(Go(z,y) * f(2,9)) = (VG (z,y)) * f(z,y) (4.5)
mit
V26, (z,y) = —# (% - 1) exp [—%] (4.6)
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Abbildung 4.5: LoG-Operator mit Standardabweichung o = 1.5.

kombinert werden kénnen. Wegen der charakteristischen Form von V2G,, wird der Operator héufig auch
,,Mezikanischer Hut” genannt (vgl. Abb. 4.5 ). Der Marr-Hildreth-Operator benttigt als Parameter nur
die Standardabweichung o, da sich die Filtermaskengrofie ableiten 1:8t. Bei einer inneren positiven Fil-
terregion von w = 2v/20, ist eine Filtergrofe von 4w ausreichend, wobei ein 3w groBer Filter schon zu
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sichtbaren Fehlern fithren kann [SOT89]. Bei der Nulldurchgangssuche wird innerhalb der 8-Nachbar-
schaft die Steigung mit einem Schwellwert fiir die Mindeststirke der Kante verglichen und ein Bin&rbild
erzeugt.

4.2.3 Modifikationen

Der Skalierungsfaktor 7;7 kann durch einen beliebigen fiir die Berechnung giinstigen Faktor ersetzt
werden, da es insgesamt nur auf die Detektion von Nullstellen ankommt. Um das Hintergrundrauschen
von den echten Kanten unterscheiden zu kénnen, haben wir zusitzlich iiber die erste Ableitung des
Ausgangsbildes eine entsprechende Schwelle angelegt und binarisiert (vgl. Abb.4.6). Die Verkniipfung des
binarisierten Gradientenbildes mit dem Ergebnis des LoG-Operators zeigt gute Ergebnisse, fithrt aber zu
Unterbrechungen in den ansonsten geschlossenen Kanten.

4.2.4 Eigenschaften

e Die detektierten Kanten sind aufgrund der Nulldurchgangssuche immer einen Pixel breit und bilden
immer geschlossene oder am Bildrand endende Kurven [TORS&6].

e Ginzlich fehlt diesem Operator ein Maf} fiir die Stérke einer Kante. In leicht verrauschten Gebieten
werden daher Pseudokanten detektiert.

e In verrauschten Bildern kénnen prinzipiell keine Kreuzungspunkte mit einer ungeraden Zahl sich
treffender Kanten detektiert werden.

e Eine Verschiebung der detektierten Kante gegeniiber der tatsichlichen Kantenposition kann ent-
stehen, wenn mehrere Kanten innerhalb des zentralen Bereiches des LoG-Operators liegen [BER84,
LUNBS6).

e Da bei stirkerer Glittung die Lokalisation der Kanten schlechter wird, ist die Verwendung kleiner
Filtermasken sinnvoll.
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= EWA- =" =

a.) Polyedrische Szene als Eingabebild. b.) Ergebnis mit dem LoG-Operator.

c.) Binarisierter Gradient von a.). d.) Kombination von b.) und c.).

Abbildung 4.6: Merkmalsextraktion mit dem modifizierten Marr-Hildreth-Operator.
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4.2.5 Subpixel-Informationen

Der Marr-Hildreth-Operator liefert normalerweise pixelgenaue Informationen in Form eine Binirbildes,
das die Nulldurchgéinge der zweiten Ableitung darstellt. Um dennoch genauere Angaben iiber die Null-
stellen zu erhalten, betrachten wir sie in den folgenden Grafiken der digitalisierten zweiten Ableitung (
zur Vereinfachung eindimensional dargestellt ):

GA ‘ GA T GA

0 Zerocrossing / > 0 Zerocrossing f/ > 0 Zerocrossing /J >

X / X X
/ / /
/ /

Abbildung 4.7: subpixelgenaue Nullstellen

Wie leicht zu erkennen ist, kann eine subpixelgenaue Position der Nullstellen mittels der Steigung der
beiden Grauwerte die die Nullstelle erzeugen berechnet werden. Auf diese Weise kann die Abweichung
des Zerocrossings von ihrer Représentation im Binérbild sowohl in X- als auch in Y-Richtung bestimmt
werden, was zwar nicht immer exakt der wirklichen 2D-Position entspricht, jedoch zusédtzliche Genauigkeit
liefert.
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4.3 Der Canny-Operator

Die Herleitung des Canny-Operators ist streng mathematisch formuliert [CAN83, CAN86]. Nach der
Aufstellung einiger grundsétzlicher Annahmen und Optimierungs-Kriterien, wie z.B.

e geringe Fehlerrate,
e gute Lokalisation,
e nur eine Filterantwort auf eine einzige Kante,

wird durch Anwendung von Variationsmethoden und ihrer numerischen Losung die Operator-Funktion
gefunden. Die so fiir eine Stufenkante berechnete Filterfunktion wird mit Hilfe der ersten Ableitung der
Gauf}-Funktion approximiert.

4.3.1 Filterfunktion

Zur Kantendetektion wird zuerst die Bildfunktion f mit den Richtungsableitungen der Gauf-Funktion in
z- und y-Richtung gefaltet:

Da(w,y) =& Golwy) s fey)) = 2050 4 (o) (4.7
Dyw9) =& Golo) * fa) = 5 4 (o) (19
Bis auf einen Skalierungsfaktor ist
2 2
Gy (z,y) = exp (—L 2:23’ )> (4.9)

die GauB-Funktion mit der Standardabweichung o. Fiir ihre Normierung verwendet man im allgemeinen

den Skalierungsfaktor ﬁ So ergeben sich die ersten Richtungsableitungen der Gaufl-Funktion zu

0G, (z, *+y°
G, (z,y) _ y (2* +y%)

4.3.2 Gradientenoperator

In zwei Dimensionen besitzt eine Kante auch eine Orientierung, die der Richtung der Tangente an der
Kontur entspricht. Diese Orientierung 1af3t sich mit Hilfe des Gradienten bestimmen, da er gerade senk-
recht zur Kantenrichtung steht. Der Gradient der geglitteten Bildfunktion

zeigt immer in Richtung des stirksten Anstiegs und wird durch die bereits berechneten Komponenten
D, und D, festgelegt. Der Betrag des Gradienten

D(z,y) = |V(Go(2,y) * f(z,9))| = \/Dz (#,9)? + Dy(,y)? (4.13)

entspricht der GroBe der Anderung der GauB-geglitteten Bildfunktion und liefert damit ein gutes MaB
fiir die Stdrke der Kante.
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D (x-1, y+1) D(x,y+l1) D1 D (x+1, y+I
P (’y )Q (. y+l)

[ ]
D (x-1,y) D (x+1,y)
° o) ° °
D (x-1,y-1) D2 D (x, y-1) D (x+1, y-1)

Abbildung 4.8: Maximumsuche anhand der Gradientenrichtung.

4.3.3 Kanten-Nachbearbeitung
Non-Maxima-Suppression

Im n#chsten Schritt wird die vorhandene Information iiber die Gradientenrichtung und -stéirke ausgenutzt,
um Nicht-Kantenpunkte zu beseitigen. Dazu wird die Normale n zur Kante

aus dem Gradienten und seinen Komponenten D;(z,y) und Dy(x,y) folgendermafien bestimmt:

na@y) = 220 gy (a,y) = 200 (4.15)

Da in dem diskreten Gitter die Gradientenrichtung im allgemeinen nicht genau in die Richtung eines
Gitterpunktes der 8-Nachbarschaft zeigt, mufl die Richtung angenihert werden. Aus diesem Grunde
werden beim Canny-Operator die zwei gesuchten angrenzenden Gradientenwerte ndherungsweise durch
lineare Interpolation berechnet (vgl. Abb. 4.8). Entsprechend berechnen sich die beiden interpolierten
Gradienten D, und D, zu

(ny —ng)

Dlzn—-D(x+1,y+1)+ 'D($7y+1)a (416)
Yy Y

D2=n—m-D(x—l,y—l)-f-w-D(%y—l)- (4.17)
’I’Ly ny

Fiir die sieben anderen moglichen Richtungen ergeben sich die interpolierten Werte D; und D4 analog. Die
Auswahl des richtigen Oktanten erfolgt durch Fallunterscheidung anhand der Richtung der Normalen.
Anschliefend werden die Kantenpunkte im Gebiet der hoheren Intensitit gewéhlt, d.h ein Maximum
liegt genau dann vor, wenn D(z,y) > D; und D(z,y) > D5 ist. Nach einer Schwellwertbildung der so
vorselektierten Kantenpunkte erhilt man durch die Non-Maxima-Supression Kanten, die den Ort der
stérksten Grauwerténderung beschreiben.
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Die detektierten Kanten sind immer einen Pixel breit und dieser Algorithmus kann auch als spezielles
Verfahren zur Skelettierung angesehen werden, welches nicht nur die geometrische Anordnung der Punkte
verwendet, sondern auch die Informationen aus der vorangehenden Kantendetektionstufe. Aufgrund der
sicherlich unrealistischen Annahme, dafl nur eine Kante im Bereich der Filterfunktion liegt, entstehen
Unterbrechungen und falsche Verbindungen im Bereich von Kreuzungen.

Diagonale Kanten wirken aufgrund der Verbindung {iber direkte Nachbarn etwas dicker als die ortho-
gonalen Kanten. Durch eine Zusatzbedingung kann aber eine indirekte 8-Nachbarschaftsverbindung er-
zwungen werden. Bei unserer Modifikation wird der aktuelle Punkt p nur dann gesetzt, wenn fiir die
bereits berechneten Nachbarn eine der folgenden Masken iibereinstimmt :

0{0|0 0(0|0 1(0]0 0110

Olp|=z 1|(plx O|lp|=x O|lp|=x

x|z |z x|z |z z|z|x z|z|x
0]0]1 0]0]1 1101
O|lplz l|p|=x plx
z|z|x z|z|x ||z

Abbildung 4.9: Masken fiir indirekte 8-Nachbarschaftsverbindung.

Hysteresis-Threshold

Uber das vorangegangene Verfahren wurde die Anzahl der potentiellen Kantenpunkte erheblich reduziert.
Aus der bisher berechneten Menge von moglichen Kantenpunkten mufl durch ein geeignetes Schwellwert-
verfahren entschieden werden, ob es sich bei einem Punkt aufgrund seines Gradientenwertes um einen
Kantenpunkt handelt oder nicht. Ein solches Verfahren, das nicht einen festen Wert sondern ein Intervall
verwendet, ist das Hysteresis- Threshold- Verfahren.

Punkte an denen der Gradientenbetrag den hohen Schwellwert HT}, iiberschreitet zéihlen zu den sicheren
Kantenpunkten, wihrend Punkte mit Betréigen iiber dem niedrigeren Schwellwert HT; der Fortsetzung
von Kanten dienen. Mittels eines einfachen Konturverfolgungs-Algorithmus werden von sicheren Kanten-
punkten ausgehend benachbarte mogliche Kantenpunkte zur Kontur hinzugefiigt.

Das Verfahren ist sehr robust und selbst bei festen Schwellwerten auf verschiedene Bilder anwendbar. Die
erzeugten Kanten sind wesentlich linger als bei herkémmlichen einfachen Schwellwertverfahren. Auf einer
Kontur mit Gradientenbetriigen zwischen dem hohen und dem niedrigen Schwellwert reicht ein einziger
sicherer Punkt um die gesamte Kontur anzuerkennen.

Constraint-Thinning

Bei der Kombination mit der Non-Mazima-Supression kommt es zu Fehlern, wenn sich mehrere Kanten
im Einzugsbereich des Operators befinden. Mit dem Constraint- Thinning- Verfahren ist es nun moglich,
diese Liicken in den meisten Fillen wieder zu schlieflen.

Mit Hilfe eines zusétzlichen Schwellwertverfahrens wird ein Bindrbild des Gradienten erstellt. AnschlieSend
wird dieses Binérbild mit einem Skelettierungs- Verfahren ausgediinnt, allerdings unter der Bedingung, dafl
die in den vorangegangenen Stufen markierten Maxima nicht geléscht werden diirfen.
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Das Schlieflen der Liicken mit dem Constraint-Thinning war recht problematisch, da die untersuchten
Skelettierungsverfahren von Zhang/Suen [ZHS84], Zhang/Wang [ZHW88] und Sakai [SAK72] eine Vor-
zugsrichtung besitzen. Abhilfe schaffen konnte erst die parallele Verdiinnung mit dem Kontur-Folge-
Verfahren von Ji [JI89], das wie folgt skizziert werden kann:

Zuerst werden alle Randpunkteim Bindrbild f bestimmt und in einem Puffer gespeichert. Ein Objektpunkt
gilt als Randpunkt, wenn in der 4-Nachbarschaft mindestens ein Hintergrundpunkt existiert. Solange der
Puffer mit den Randpunkten noch nicht leer ist, werden die nachfolgenden Schritte durchgefiithrt. An den
Koordinaten der Randpunkte wird mit 3 x 3 Masken in f {iberpriift, ob es sich um einen Skelettpunkt
handelt oder nicht. Als invariantes Kriterium wird folgendes Skelettmodell verwendet:

z|0|x z|l|z z|0]|1
1(p|1 O|lp|O z|p|0
z|0|x z|l|z T|z|x
T|x |2 T |T|x 110z
z|p|O0 O|lplz plx
z |01 10|z T|x|x

Abbildung 4.10: Masken zur Uberpriifung der Skeletteigenschaft.

Im Falle eines Skelettpunktes wird dieser in das Ergebnisbild iibertragen. Ansonsten wird mit folgenden
3 x 3 Magken in f getestet, ob es sich um einen Endpunkt handelt:

0110 0(01]0 0(010 0(0]0
O|p|O O|p|1 O|p|O 1(p|0
0(01]0 0(01]0 0(110 0(0/0

Abbildung 4.11: Masken fiir die Bestimmung von Endpunkten.

Ist der Punkt weder ein Skelett- noch ein Endpunkt, und ist er in dem vorangegangenen Prozefl noch nicht
als sicherer Kantenpunkt fixiert worden (Constraint), dann darf er in f geloscht werden. Anschlieflend
wird der komplette Puffer geloscht und untersucht, ob neue Randpunkte entstanden sind. Diese werden
dann in den Puffer eingetragen und letzten Schritte wiederholt.
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4.3.4 Eigenschaften

Neben den festen Kantenpunkten schliefen nun die Mittelachsenkonturen die Liicken, die durch die
Non-Maxima-Supression enstanden sind.

Der Schwellwert zur Binarisierung sollte etwas niedriger gewihlt werden, wie der Schwellwert HT},
vom Hysteresis-Theshold-Verfahren.

Fehlerhaft detektierte Kantenpunkte und einige seitliche Auslédufer (,,Fransen”) machen sich negativ
bemerkbar.

Fallen zwei Kanten bei der Binarisierung des Gradienten zusammen, so entstehen beim Skelettieren
viele Verbindungen (,,Leitereffekt”).

Es ist ein Skelettierungsverfahren empfehlenswert, dafi keine feste Abtastrichtung vorraussetzt.
Ansonsten wird die Kontur verschoben, d.h. in den Liicken entstehen ,,Beulen” oder die Kontur
kann nicht bis auf 1-Pixelbreite abgetragen werden.

Die Verwendung von verschiedenen Abtastrichtungen liefert kaum bessere Ergebnisse, da sich bei
der Verkniipfung die jeweils zu einer anderen Seite verschobene Kante aufhebt, und so die Liicke
nicht geschlossen wird.

Aufgrund der gesamten Vorgehensweise liefert der Canny-Operator gute Ergebnisse bei der Anwendung
auf reale Bilder (siche Abb.4.12), doch leider wird die Geschlossenheit der Konturen nicht garantiert.
Durch die Verwendung der ersten Ableitung ist die Rauschempfindlichkeit wesentlich geringer als. z.B.
beim Marr-Hildreth-Operator. Obwohl beim Canny-Operator mehrere Stufen zu durchlaufen sind, ist er
durch die getrennte Berechnung der Richtungsableitungen um einiges schneller als der Marr-Hildreth-
Operator, dessen Faltung mit relativ grolen Masken aufwendiger ist.
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TS
a.) Ergebnis der Non-Maxima-Suppression. b.) Anwendung des Hysteresis-Threshold auf a.).

c.) Binarisierter Gradient des Eingabebildes mit d.) Constraint-Thinning von ¢.).
den bereits erkannten Kanten kombiniert.

Abbildung 4.12: Ergebnis der Merkmalsextraktion mit dem Canny-Kantendetektor.
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4.4 Monotonie-Operator

Der Monotonie-Operator [KOZ84, BJA93] gibt die geometrischen Strukturen im Bild weitgehend un-
abhingig von der Beleuchtung bzw. dem Kontrast wieder. Er ist fiir eine Grauwertfunktion f(m,n)
folgendermaflen definiert:

M(m,n) = Z { (1] :ggrlll;tf(man) > f(m+1i,n+j) (4.18)

V(i,j)EMaske

In einer Maske ist also der neue Wert des Zentralpixels definiert als die Anzahl der Pixel innerhalb des
Maskenbereichs die kleiner oder gleich dem Grauwert des untersuchten Bildpunktes sind. Anhand einer
3 x 3 Maske soll dies auf einem 5 x 5 Pixel grolen Bildausschnitt veranschaulicht werden:

00 0 0O 00 00O

00 0 0O 00 00O

Punkt: 0 0 2000 — 0 0 8 0 O
00 0 00O 00 0 0O

00 0 0O 00 0 0O

0 0 10 0 O 006 0O

0 0 10 0 O 006 00O

Linie: 0 0 10 0 O — 0 0 6 0 O
0 0 10 0 O 006 0O

0 0 10 0 O 006 0O

0 0 11 11 11 00 3 0O

0 0 11 11 11 00 3 00

Kante: 0 0 11 11 1 — 00 3 00
0 0 11 11 11 00 3 00

0 0 11 11 11 00 3 00

00 0 0 O 00 0 0O

00 0 0 O 00 0 0O

Ecke: 0 0 12 12 12 > 00 5 3 3
0 0 12 12 12 00 3 00

0 0 12 12 12 00 3 00

Die Vorteile des Monotonieoperators sind
e der geringe Rechenaufwand ( nur Vergleichsoperationen ),
e die Unabhéngigkeit von absoluten Grauwerten und dem Kontrast,

o die Klassifikation von geometrischen Strukturen im Bild, was die Zuordnung von Merkmalen ver-
einfacht.
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Nach Tests mit dem Monotonieoperator auf realen Bildern stellt sich sofort heraus, dafl die direkte
Anwendung zu keinen verwertbaren Ergebnissen fiihrt. Der Einflufl von Rauschen auf die Funktionsweise
des Operators erzeugt eine ‘unzureichende‘ Klassifikation (Abb. 4.13). Der Operator wird von uns zur
Extraktion lokaler Maxima in vorverarbeiteten Bildern benutzt (sieche Abschnitt 4.6).

4.5 Corner Response Funktion

Zur kombinierten Gewinnung von ‘geraden‘ Kanten- und Eckenmerkmalen wird die sogenannte Corner
Response Funktion (CRF(z,y)) von [BRA90] verwendet, sie ist definiert durch

A(way) - W(U,’U) * (va(xay))z )
B(z,y) = W(u,v)*(Vyl(z,y))* ,
C($7y) = W(U,U) * (le(may) : Vyl(may))
und
CRF("E:Z/) = A(.Z‘,y) ) B(.Z‘,y) - 02('7:7:’/) — k- (A(x,y) + B(a“ay))z ’

wobei I(z,y) das Grauwertbild an der Stelle (z,y) und W (u,v) ein Gaufl’scher Tiefpa8 ist, der durch eine
2D-Binominalmaske realisiert wird. Die Faltung mit dieser Maske ist durch die sequenzielle Anwendung
von 1D-Binominalfiltern mit den Koeffizienten (1,6,15,30,15,6,1) ( oder (1,4,6,4,1) ) in X- und Y-
Richtung durchfiithrbar. Die Gradienten werden durch die Faltung des Bildes mit einfachen eindimensio-
nalen FIR-Filtern (—1,0,1) erzeugt. Die CRF(z,y) ist invariant gegen Bildrotation.

Um eine giinstige Trennung der Kanten von den Ecken zu erhalten wird fiir den freien Parameter  ein
Wert von 0.04 gew#hlt. Auf diese Weise ergeben sich an Grauwertecken positive Werte und an geraden
Kanten negative Werte [HST88, BRE90] (Abb. 4.14).

4.6 Anwendung

Das Resultat der Corner Response Funktion ist jedoch weiterhin ein Grauwertbild, in dem die Maxima
bzw. Minima bedingt durch die absoluten Grauwerte und den Kontrast des Ausgangsbildes unterschied-
lich hell auftreten. Dies hat zur Folge, daf} eine einfache globale Schwellwertbildung zur Selektion nicht
ausreicht.

In unserer Anwendung werden lediglich die punktférmigen Merkmale weiter verwendet, d.h. durch Selek-
tion des positiven Wertebereichs der Corner Response Funktion. Fiir die Extraktion der gesuchten bzw.
benotigten Merkmale liefert eine reine Schwellwertbildung nur Teile bzw. flichenformige Segmente. An
dieser Stelle haben wir den Monotonieoperator zur Extraktion der Maxima eingesetzt.

Zur Gewinnung der ‘Selektierten Maxima‘ in Abb. 4.15 wird folgendermaflen vorgegangen:
e Die CRF > 0 mit einem globalen Schwellwert zur Rauschunterdriickung binarisieren.
e Die CRF > 0 mit dem Monotonieoperator falten.

e Das Ergebnis der Faltung invertieren und mit ihm alle Punkte > 0 aus dem binarisierten Bild
selektieren.
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4.7 Beispiele

kiinstliches Eingabebild

Anwendung auf rauschfreies Bild Ergebnis bei verrauschtem Realbild

Abbildung 4.13: Darstellung der Rauschempfindlichkeit des Monotonieoperators

50
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CRF >0 CRF <=0
Abbildung 4.14: Die Ergebnisse der Corner Response Funktion

Monotonie(CRF > 0) Selektierte Maxima

Abbildung 4.15: Die Gewinnung von punktférmigen Merkmalen durch die Kombination der Corner Re-
sponse Funktion mit dem Monotonieoperator
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Kapitel 5
Verschiebungsvektor-Bestimmung

Zu Beginn dieses Kapitels werden die Vor- und Nachteile bekannter Verfahren zur Berechnung von dichten
Verschiebungsvektorfeldern vorgestellt. Als Grundlage dient eine Untersuchung der Leistungsfihigkeit von
sogenannten Optical-Flow- Techniken durch Barron und Fleet [BAR92].

Um einen moglichst optimalen Ansatz fiir diese Berechnung zu finden, werden im nachfolgenden Abschnitt
(5.2) die speziellen Bedingungen der Drehtellergeometrie hergeleitet, mit deren Hilfe dann die Bestimmung
fiir ausgezeichnete Punkte (Merkmale) durchgefiihrt wird. Am Ende des Kapitels wird die Gewinnung
von dichten Verschiebungsvektorfeldern durch bilineare Interpolation beschrieben (Abschnitt 5.4.2).

5.1 Techniken zur Bestimmung des optischen Flufles

Differentielle Techniken
Vorteile :

e Die differentiellen Methoden berechnen die Geschwindigkeit durch riumlich-zeitliche Ableitungen
der Grauwertbilder, die teilweise durch Tief- bzw. Bandpaffilter vorverarbeitet werden.

Nachteile :
e Fine hiufige Voraussetzung ist, dafl die Verschiebung zwischen zwei Bildern unter einem Pixel liegt.
¢ Eine exakte numerische Differentation ist bei Rauschen nahezu unmdoglich.

Die Verfahren sind sehr sensibel bei der Wahl der Parameter und Schwellwerte.

e Die Anzahl der verwendeten Bilder ist mit 12 relativ hoch.
Referenzen :

e Horn und Schunck [HOR81] kombinierten eine Gradientenbedingung mit einem globalen Glattheits-
term und bestimmten den Optischen Flufl durch Minimierung. So kann fiir jeden Punkt im Bild ein
Verschiebungsvektor bestimmt werden. Jedoch ist die Genauigkeit durch die verwendete numerische
Differentation allgemein schlecht. Eine riumlich-zeitliche Gau3glittung konnte die Ergebnisse nur
optisch verbessern.

o Lukas und Kanade [LUC81, LUC84] verwendeten ein Optimierungsverfahren fiir lokale Gebiete. Die
produzierten Schitzungen der Bewegung sind vielversprechend und die Technik stellt konzeptionell
und rechentechnisch die einfachste Methode dar. Dennoch erreicht sie nach der Phasen-basierten
Methode die hochste Genauigkeit und ist einigermaflen stabil bei der Parameterwahl.
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o Uras, Girosi, Verri und Torre [URA88] setzten in ihrer Technik die zweite Ableitung ein und
bestimmten die Verschiebung anhand der Hessischen Matrix. Ohne die Angabe eines Schwellwertes
kann fiir jeden Bildpunkt ein Verschiebungsvektor berechnet werden. Durch die Verwendung einer
Schwelle werden die Ergebnisse einigermafien genau, aber dann erhilt man ein sehr diinn besetztes
Verschiebungsvektorfeld.

Region-basiertes Matching
Vorteile :

e Das Matching-Verfahren ben&tigt nur zwei Bilder.

e Fiir jeden Bildpunkt kann ein Verschiebungsvektor bestimmt werden.

e Im Test ist es das beste Verfahren fiir dichte Verschiebungsvektorkarten.

Nachteile :
e Nur bei translatorischen Bewegungen zeigt das Verfahren seine Stérken.
Referenzen :

e Das Verfahren von Anandan [ANA87, ANAS89] basiert auf einer Laplace’schen Pyramide, deren
Ebenen durch Glattung und tiberlappende Projektion erstellt werden. Mit einer speziellen Mat-
ching-Strategie werden von der obersten Ebene angefangen bis zum Bild auf Ebene 0 die Ver-
schiebungsvektoren gefunden.

Energie-basierte Methoden
Vorteile :

e Die Energie-basierten Techniken verwenden die Energie von bewegungsorientierten Filtern. Sie wer-
den hiufig auch als frequenzbasiert bezeichnet, da die Filter im Fourier-Raum angewendet werden.

Nachteile :

e Es werden mindestens 7 Bilder benétigt.

e Durch die groie Anzahl an Filtern sind es sehr aufwendige Methoden.
Referenzen :

o Heeger [HEE88] verwendet eine Gaufi’sche Pyramide und setzt 12 verschiedene Garbor Filter ein,
um den Optischen Flufl durch eine Optimierung der Filterenergie im Frequenzraum zu berechnen.
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Phasen-basierte Methoden
Vorteile :

e Im dem Vergleich der Techniken erreichen sie die héchste Genauigkeit.

e Das Ergebnis ist einigermafien robust gegeniiber den benétigten Parametern und Schwellwerten.
Nachteile :

e Die Anzahl der benétigten Bilder fiir die rdumlich-zeitliche Filterung ist mit 21 am hé6chsten.

e Es sind sehr aufwendige Methoden mit einer grofien Anzahl an Filtern.
Referenzen :

o Fleet und Jepson [FLE90, FLE92] verwenden Bandpafifilter, um das Eingangssignal in Grofle, Ge-
schwindigkeit und Orientierung der Bewegung aufzuteilen.

Allgemein erzeugen die Verfahren mit globalen Glattheitsbedingungen optisch ansprechende Ergebnisse,
sie sind aber fiir die Gestaltsrekonstruktion nicht priizise genug. Die Varianten, welche eine ausreichende
Genauigkeit anbieten, sind ausgesprochen zeit- und rechenintensiv. Als Ergebnis erhélt man schliefflich
ein duflerst diinn besetztes Verschiebungsvektorfeld.
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5.2 Motionkonstraint

Im folgenden wird das aus Stereoverfahren bekannte Epipolarkonstraint [HOR86] der Korrespondenz-
analyse fiir die spezifische Geometrie des Drehtellers modifiziert. Diese Bedingung beruht auf der Tatsache,
daf} ein im Bild betrachteter Weltpunkt auf dem Sichtstrahl - vom Fokus iiber den Bildpunkt hinaus -
liegt; Voraussetzung ist die kamerazentrierte Perspektivprojektion (vgl. Abb. 5.1). Dieser Strahl bzw. diese
Gerade und deren Projektion im zweiten Bild! der Folge, stellen eine Beziehung zwischen den Abbildern
von Merkmalen dar. Fiir die Korrespondenzanalyse (d.h. die Verschiebungsvektor-Bestimmung) ist dies
eine Einschrankung im Suchraum, der von zwei Dimensonen auf eine Dimension reduziert wird.

Bild:

Abbildung 5.1: Epipolarkonstraint

Die unendliche Halbgerade g; bzw. deren endliche Projektion im zweiten Bild kann jedoch noch weiter
eingeschrankt werden, wenn Kenntnisse iiber den Objektraum verfiigbar sind. Im Falle der Drehteller-
geometrie kann als weitere Bedingung ein zylinderischer Bereich in dem sich das Objekt befindet ange-
nommen werden. Als Radius des Zylinders, dessen ‘Haupt-Rotationsachse‘ der Tellerdrehachse entspricht,
sei r definiert. Die Abb. 5.2 veranschaulicht die zus#tzliche Einschrankung.

Der auf diese Weise eingeschrinkte Suchraum stellt eine Strecke bzw. einen Geradenabschnitt im Raum
und auch in den weiteren Bildern der Folge dar. Die Endpunkte der Strecke sind die Schnittpunkte der
Geraden mit dem Zylindermantel. Neben der so erlangten Beschréinkung in Richtung der X- und Y-Achse,
kann auch eine minimale Hohe der Z-Achse angegeben werden, die durch die Drehtellerebene (siehe Abb.
5.3) bestimmt ist.

Die Bewegungsbedingung ist wie folgt herzuleiten:
Sei g; eine Gerade, F; der Brennpunkt, B die Brennweite, P; ein Bildpunkt, r der Radius des Zylinders
und Z,,;n die Drehtellerhohe:

1. Die Bestimmung der Schnittpunkte Si; und S2i von Gerade g; und Zylindermantel erfolgt durch

gi: R+ MNP —-F)=F +)E;=(X,Y)T und r=vX24+Y2

Tund natiirlich auch in allen weiteren Bildern der Folge
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Abbildung 5.2: Zylinderkonstraint
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wobei F; = P;— F; den Richtungsvektor der Geraden représentiert. Um das gesucht A zu berechnen,
wird die folgende Gleichung umgeformt:

r = V(Fiz + AE,,)? + (Fiy + AEy,)?

r? = (Fiz + AE;,)? + (Fiy + AEy,)?

r? = Ff, 4+ 2\, By + (AEy,)? + FY, + 2AF, Ey, + (AE,,)?
0 = X(E2, +E.)+MN(Fi,E,, + FiyEy,) + (Ff, + FE, —1?)

Die letzte Gleichung ist eine normale quadratische Gleichung in A, die sich direkt 16sen 1&8t. Ihre
Ergebnisse sich folgendermaflen zu interpretieren:

- Zwei reelle Losungen fiir A : = zwei Schnittpunkte
= Korrespondenzsuche auf einem Geradenabschnitt

- Eine reelle Losungen fiir A : = ein Tangentialpunkt am Zylindermantel
= eindeutiger Korrespondenzpunkt

- Komplexe Losungen fiir A: = die Gerade schneidet den Zylinder nicht
= ein Punkt auflerhalb des Rotationsvolumen
= P; ist kein Objektpunkt
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Nach der Bestimmung von A kénnen jetzt die Weltkoordinaten der Schnittpunkte S(; 2y, berechnet

werden:

Sa,2: = F+ Aa2)Ei

2. Die Uberprﬁfung der zuldssigen Hohe Z,,;:

Wenn ein Schnittpunkt auf dem Zylindermantel unterhalb der Drehtellerebene liegt, ist seine Z-

Komponente kleiner als Z,,;,,. Es gilt folgende Fille zu unterscheiden:

- Beide Punkte liegen unterhalb :

- Ein Punkt liegt unterhalb :

- Kein Punkt liegt unterhalb :

= keine Schnittpunkte
= P; ist kein Objektpunkt

= neuer Schnittpunkt mit der Drehtellerebene
= kein, ein oder zwei Schnittpunkte

= kein, ein oder zwei Schnittpunkte

Die Berechnung des Schnittpunktes der Geraden g; mit der Drehtellerebene fiihrt wiederum zur
Bestimmung des freien Parameter A, sie lautet fiir g; := Fy + AE;:

Flz,- + )\Ez, = Zmin

A

Und dann wiederum:

Zmin — Flz,-

Zi
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Sa,2); = F1 + A2 Es

Um das Motionkonstraint benutzen zu konnen, miissen die beiden Schnittpunkte bzw. die sie
verbindende Strecke im Weltkoordinatensystem in das zweite Bild projiziert werden. Um diese
Koordinatentransformation durchfiihren zu konnen, ist die Kenntnis der Kameraposition nach der
Rotation des Drehtellers notig. Ohne dieses Wissen ist der Suchraum nicht mehr auf eine Strecke
sondern auf eine Fliche beschrinkt. Die Uberfiihrung vom Welt- in das Kamerakoordinatensystem
der zweiten Aufnahme ist bereits aus Abschnitt 2.2 bekannt:

3. Projektion in das zweite Bild:
K5(1,2),- =RRASup2), +T

mit K, , dem Punkt im neuen KKS sowie Ra der Drehtellerrotation.

Abschlieflend werden die Schnittpunkte aus dem KKS in das zweite Bild projiziert, wobei darauf
zu achten ist, daf} die entstehende Linie zwischen den beiden Punkten im Bild liegt:

X
(v)- (g
Yy BZE
Jetzt stehen Einschrinkungen, die auf die Drehtellergeometrie abgestimmt wurden, fiir die Korrespon-
denzanalyse von Punkten zur Verfiigung.
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5.3 Ausgezeichnete Verschiebungsvektoren

Durch die fiir die angestrebte Gestaltsrekonstruktion unzureichenden Ergebnisse der in Abschnitt 5.1
vorgestellten Verfahren, die einfache Geometrie des Drehtellers, die Kenntnis der Rotationsbewegung und
durch die Komplexitit ihrer Abbildung bedingt, haben wir uns entschlossen zunéchst nur fiir bestimmte
Merkmale in den Bildern der Folge die Verschiebungsvektoren zu bestimmen. Kannten und Eckpunkte
stellen diese ausgew&dhlten Merkmale dar.

Die Eckpunktinformationen werden mittels Corner Response Funktion (Abschnitt 4.5) bestimmt, die
Kantenmerkmale liefert der Canny Edge Operator (Abschnitt 4.3). Wie in 5.2 beschrieben, liegt das
Abbild eines Punktes aus dem Bild zum Zeitpunkt ¢; nach der Rotation Ra mit dem Winkel ¢ auf
eine Strecke im Bild zum Zeitpunkt ¢;~1. Es wird jetzt der Punkt, der der Strecke am nichsten liegt
als korrespondierender Punkt ausgewihlt, unter der Annahme, daf} keine Verdeckungen auftreten und
keine Mehrdeutigkeiten existieren. Da die Kantenbilder nur pixelgenaue Informationen liefern, werden die
Koordinaten eines Punktes innerhalb einer 8-Nachbarschaft gemittelt. Die Abb. 5.4 demonstrieren diese
Vorgehensweise.

Bild, Bild, Bild,; Bild, Bild,; Bild, Verschiebungsvektoren

a) b) c) d)

Abbildung 5.4: a) Bildauschnitt korrespondierender Kanten, b) in der 8-Nachbarschaft gemittelte Punkt-
koordinaten mit eingezeichnetem Motionkonstraint (gestrichelte Linie), ¢) die aus b) resultierenden Ver-
schiebungsvektoren, d) die Vektoren, die in die das Verschiebungsvektorfeld eingetragen werden.

Probleme

Fehlerhafte Korrespondenzen zwischen Kantenpunkten im ersten und zweiten Bild treten auf, wenn die
gesuchte Korrespondenz auf einer Geraden parallel zur Konstraintstrecke liegt, die korrespondierende
Kante verdeckt ist bzw. nicht detektiert wurde oder Mehrdeutigkeiten existieren.

Lésungen

Fehlerhafte Zuordungen bei Auftreten von Mehrdeutigkeiten werden durch die Betrachtung der 8-Nach-
barschaft in der Verschiebungsvektorkarte eingeschrinkt. Da innerhalb einer 3 x 3 Maske nur die Punkte
einer Kante (bzw. deren V-Vektoren) liegen, kann eine Glattheitsanforderung in Form einer maximalen
Abweichung p vom Umgebungsmittelwert definiert werden. Sei ¢ der Verschiebungsvektor an der Stelle
(z,y) im Bild, dann gilt fiir Kantenvektoren

|| 9(4,§) — Mean({¥(z,y)|z € [i —n,i+n], y € [j —n,j +n]})n=1,2,..1 || <o (Glattheitsanforderung).

Eine weitere Moglichkeit ist die Ausnutzung der Bildfolge. Rotationen um die Z-Achse des Drehtellers mit
kleinem Winkel (/A < 10°) verringern aufgrund kiirzerer Konstraintstrecken im zweiten Bild Mehrdeutig-
keiten. Andererseits ergeben sich auf diese Weise nur kurze Verschiebungsvektoren, die mit abnehmender
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Lange, bedingt durch die Diskretisierung bei der Bestimmung, ungenauer werden. Es ist also wiinschens-
wert moglichst lange Verschiebungsvektoren, zu erhalten, was jedoch bei direkter Berechnung den grund-
sitzlichen Matchingproblemen entgegensteht. Eine Losung ist die sequenzielle Verkniipfung mehrerer
Vektorbilder durch Addition ( siehe Abb. 5.5 ).

Bildfolge

Verschiebungsvektorfolge

Verkniipfungslevel 2

Verkniipfungslevel 3

Verkniipfungslevel 4

Abbildung 5.5: Die Verkniipfung der Verschiebungsvektorkarten wird durch eine punktweise Vektoraddi-
tion durchgefiihrt und beziehen sich immer auf ein Referenzbild (hier Bild 1).

Die entstehenden Verschiebungsvektorkarten dienen zur Pridiktion im Matchingprozef iiber gréfiere Ro-
tationsbewegungen. Die Abb. 5.6 zeigt die ausgezeichneten Verschiebungsvektoren zweier Szenen.

a) Kiinstliche Wiirfelszene b) Reale Polyederszene

Abbildung 5.6: a) Die Verschiebungsvektorkarten wurden aus vier aufeinanderfolgenden Bildern mit je-
weils 5 Grad Drehung kombiniert. b) Es wurden drei Bilder der realen Szene in 10 Grad Schritten
aufgezeichnet und die Verschiebungsvektoren ihrer Kantenbilder verkniipft.
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5.4 Verschiebungsvektorfelder

Die im Abschnitt 5.3 berechneten Verschiebungsvektorkarten sind nur diinn besetzt und fiir die ange-
strebte Gestaltsrekonstruktion nicht ausreichend. Es miissen die Verschiebungsvektoren fiir die Flichen
zwischen den Kanten berechnet werden. Da es sich bei diesen Flichen oft um homogene Grauwertbereiche
handelt, ist eine direkte Berechnung unmdoglich. Unter der Annahme von planaren Oberflichen lassen sich
die Verschiebungsvektoren bilinear interpolieren. Ein Problem, das in diesem Zusammenhang auftritt, ist
die Kenntnis welche Punkte zu welcher Fliche gehoren. Nicht immer kénnen die Kanten eines Segments
vollsténdig detektiert werden und es somit ausreichend einschrénken, es mufl daher eine Segmentierung
durchgefiihrt werden.

5.4.1 Segmentierung

Die berechneten Bilder der Wiirfelszene haben ideale Kanten und Flichen und bendétigen daher kei-
ne Segmentierung. Die aufgenommenen Realszenen wurden interaktiv segmentiert. Versuche mit Seg-
mentierungsalgorithmen, wie z.B. dem Pyramidenverkniipfungsverfahren von [BURS4], fithrten zu ersten
brauchbaren Ansétzen sind jedoch im Rahmen dieser Arbeit nicht weiter verfolgt worden.

5.4.2 Interpolation

Die bilineare Interpolation wird zwischen zwei Kantenpunkten durchgefiihrt, wobei darauf geachtet wer-
den muf, daf3 der berechnete Verschiebungvektor innerhalb der Fléiche liegt. Sie unterteilt sich in mehre-
re Prozesse: Zeilenweise Interpolation, spaltenweise Interpolation und eventuell Konsistenziiberpriifung,
Nachbarschaftsinterpolation und Glattung. Alle diese Abldufe sind auf Segmente bzw. schon existierende
Verschiebungsvektoren beschrankt.

Zeilenweise/spaltenweise Interpolation

Im Idealfall wire die Interpolation in eine der beiden Richtungen ausreichend. Die aus Kantenbildern
gewonnenen Vektoren dienen als Stiitzpunkte, da die Kantendetektion jedoch nicht immer vollstéindig
ist, kommt es zu Ausfiillen und Fehlinterpolationen. Als Losung diese Problems wird sowohl zeilenweise
als auch spaltenweise bilinear interpoliert.

Konsistenziiberpriifung

Bei der Konsistenziiberpriifung wird innerhalb einer definierten Nachbarschaft der Verschiebungsvektor
mit dem Mittelwert aus der Umgebung verglichen. Wenn die Linge des Differenzvektors eine prozentuale
Schranke bzgl. der Linge des Mittelwerts iiberschreitet, wird der Verschiebungsvektor abgelehnt bzw.
geldscht. Dies entspricht einer Uberpriifung der zuvor definierten Glattheitsanforderung.

Nachbarschaftsinterpolation, Glattung

Beide Prozesse arbeiten wiederum innerhalb einer definierten Nachbarschaft (z.B 8-Nachbarschaft). Sie
unterscheiden sich lediglich darin, dafl bei der Gliattung der untersuchte Vektor schon existieren mufy und
in die Mittelwertberechnung einflie3t, bei der Interpolation jedoch fehlt und neu bestimmt wird.

Zwei Ergebnisse dieser Interpolation werden in der nachfolgenden Abb. 5.7 dargestellt. In beiden Féllen
wurden alle Prozesse durchlaufen.
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a) Kiinstliche Wiirfelszene

d

Abbildung 5.7: Bilinear interpolierte Verschiebungsvektorfelder der Kantenvektoren aus Abb. 5.6



Literaturverzeichnis

[ANA87] Anandan P.: PhD Dissertation, COINS TR 87-21, University of Massachusetts, Amherst,
1987.

[ANA89] Anandan P.: International Journal of Computer Vision, pp. 238-310, 1989.

[BAR92] Barron, J. und Fleet D.: Proc. IEEE Conference on Computer Vision and Pattern Recogni-
tion, pp. 236-242, 1992.

[BUR84] Burt P.J.: The Pyramid as a structure for efficient computation, In: Rosenfeld, A. (Ed.):
Multiresolution image processing and analysis, Berlin, Springer, 1984.

[FLE90] Fleet D. und Jepson A.: International Journal of Computer Vision, pp. 77-104, 1990.
[FLE92] Fleet D.: Measurement of Image Velocity Kluwer Academic Publ., Norwell, 1992.

[HEE88] Heeger D.: International Journal of Computer Vision, pp. 279-302, 1988.

[HORS81] Horn B. und Schunk B.: Artificial Intelligence 17, pp. 185-204, 1981.

[LUC84] Lucas, B.: PhD Dissertation, Dept. Computer Science, Carnegie-Mellon University, 1984.
[LUC81] Lucas, B. und Kanade, T.: Proceedings DARPA IU Workshop, pp. 121-130, 1981.
[NAGS83] Nagel H.: Computer Graphics and Image Processing 21, pp. 85-117, 1983.

[URAS88] Uras S., Girosi F., Verri A. und Torre V.: Biological Cybernetics 60, pp. 79-97, 1988.

65



Kapitel 6

Gestaltsrekonstruktion

6.1 Tiefe aus Bewegung

In den nachfolgenden Abschnitten wird das Problem der Tiefenberechnung behandelt. Motion liegt hier
in der Form von Bildpunkt-Verschiebungsvektoren vor, die in ein Gleichungssystem, dessen Lésung die
Tiefe der entsprechenden Punkte ergibt, eingesetzt werden. Die folgenden Fallunterscheidungen werden
behandelt:

o Uberbestimmtes Gleichungssystem mit Kenntnis des Rotationswinkels

o Gleichungssystem ohne Kenntnis des Rotationswinkels

6.1.1 Uberbestimmtes Gleichungssystem mit Kenntnis der Rotation

Fiir die Transformation eines Punktes W vom Weltkoordinatensystem WKS in einen Punkt K des
Kamerakoordinatensystems KKS liegt folgende Gleichung vor:

RW+T=K

mit R als 3 x 3 Rotationsmatrix und 7" als Translationsvektor!. Fiir einen Punkt W im WKS gilt nach
einer Rotation Ra des Drehtellers:

voher: RW +T = K;
nachher: RRAW +T = Ko

K ist der Punkt im KKS zum Zeitpunkt ¢; und K> zum Zeitpunkt ¢2 nach der Rotation. Diese beiden
Gleichungen lassen sich wie folgt umformen und kombinieren:

Kl -T = RW RRAW = K2 -T
RT(K,-T) = W W = (RRa)T(K,—T)
RT(K,-T) = (RRA)T(Ky —T)

RTK, —RTT = (RRaA)TK,— (RRA)TT
(RRA)'T - R'T =  (RRa)"K,— RTK,
b = (RRA)TK,-R"K,

Isowohl R als auch T sind wihrend der Kamerakalibrierung bestimmt worden

66
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Aufgrund der kamerazentrierten Perspektivprojektion mit der Brennweite B ergibt sich fiir einen idealen
Bildpunkt (Xp,,Yp,) zum Zeitpunkt t;, i > 1,
Xk, B Yk, B

Xp = 7 Yoo = 7

bzw. umgekehrt fiir den entsprechenden Kamerapunkt

Xp 2k,
Xi, = “BZK Y =

i i

Yo, Zk,
~ B

Diese Gleichungen gelten nur fiir die idealen, unverzerrten Punktkoordinaten (Xp,,Yp,) in der Bildebe-
ne. Fiir verzerrte Bildpunktkoordinaten (Xp,,Yp,) miissen jedoch die folgenden Entzerrungsgleichungen
(siehe Abschnitt 2.3) angewendet werden:

Xp, = Xp,(14+kr?+kert), Yp = Yp,(1+kir?+kert) und r = /X} +Y3.

Mit k; und k; als Distorsionskoeffizienten kénnen die auf diese Weise entzerrten Bildpunkte P; zur
Berechnung der Punkte K; im KKS herangezogen werden:

Xp, Zx; Xp,
v v 7

K, = Yk, = i kY = Zkg; By = ZkE;
B B
ZKi ZK. 1

i

E; stellt eine abkiirzende Schreibweise fiir den entsprechenden Vektor dar. Unter Ausnutzung der Aus-
driicke

b = (RRA)TKy—R'K, und K; = ZgBE;

liegt eine Vektorgleichung bzw. ein Gleichungssystem bestehend aus drei Gleichungen mit den beiden
Unbekannten Zg, und Zg, vor:

S

= (RRA)TZKZEQ - RTZKlEl

S

= Zg, (RRA)TE, —Zk, RTE,
h,_/ | —

-
¢ d

-

Zk,C— Zg,d

(e ) (2

——
A 7

.

V4

<
Il

<
Il

b = A-

Dieses iiberbestimmte lineare Gleichungssystem kann mit Hilfe der Pseudoinversen und Pivoting numerisch
stabil berechnet werden:

-

b = A7
ATh ATA 7
(ATA)'ATE = 7
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Fiir gegebene R, T (Kalibrierung) und Ra (bekannte Rotation der Drehscheibe) sind also zunichst die
Werte Zg, und Zg, (d.h. Vektor Z) aus den Abbildpunkten E; und Es zu berechnen. Die Kalibrierungs-
parameter B, k1, ks werden zur Berechnung benétigt. Die entstehenden Lésungen sind die Tiefenwerte
im Kamerakoordinatensystem und miissen noch ins Weltkoordinatensystem transformiert werden. Die
beiden Punkte K; und K5 (d.h. Zg, Ey und Zk, E,) stellen den gleichen Weltpunkt W dar. Sie kénnen
folgendermaflen riickprojiziert und zur Kontrolle der Genauigkeit miteinander verglichen werden:

W=RT(Zx,E, —T) = (RRA)T(Zg,E>—T).

6.1.2 Gleichungssystem ohne Kenntnis des Rotationswinkel

Bei der Betrachtung der Tiefenbestimmung unter Kenntnis der Rotation fiihrten die Uberlegungen zu
einem iiberbestimmten Gleichungssystem bestehend aus 3 Gleichungen mit zwei Unbekannten. Durch
das ‘Mehr‘ an Informationen in diesem System motiviert, versuchen wir jetzt eine weitere Unbekannte
einzufiihren: Den Rotationswinkel 1)o der Rotation RAa .

Bei fliichtiger Betrachtung des Gleichungssystems stellt man fest, daf} es fiir die drei Variablen Zg,, Zk,
und Y seine Gestalt und Linearitit verliert. Um dieses Problem zu bewiiltigen, muf} ein neuer Ansatz
gefunden werden. Im folgenden werden zwei Losungen dargestellt, die jedoch beide ihre Schwiichen haben.

Die neuen Losungswege sind zu Beginn dem Vorhergehenden sehr dhnlich. Fiir die Transformation eines
Punktes W vom Weltkoordinatensystem WKS in einen Punkt K des Kamerakoordinatensystems KKS
liegen folgende Gleichungen mit R als 3 x 3 Rotationsmatrix und 7" als Translationsvektor sowie einer
Rotation Ra des Drehtellers vor (siehe Abschnitt 6.1.1):

voher: RW +T = K;
nachher: RRAW +T = K,

wobei K; der Punkt im KKS zum Zeitpunkt ¢; und K> zum Zeitpunkt ¢5 nach der Rotation R ist.
Diese beiden Gleichungen lassen sich wiederum wie folgt umformen und kombinieren:

Kl -T = RW RRAW = K2 -T
RT(K,-T) = W w = RIRT(K,-T)

RT(K, - T) RIRT(K,-T)
RTK, - RT'T = RY(RTK,- RTT)

Auch hier ergibt sich fiir einen Punkt K; im Kamerakoordinatensystem aufgrund der kamerazentrierten
Perspektivprojektion mit der Brennweite B und einem Punkte (Xp,,Yp,) im Bild

Xk Xp; Zk; Xp;
i
Yo 2k, v,
K;, = YKi = P; ZK; = ZK,- P; = ZK,Ez
B B
ZKi Zx 1

i

wobei E; eine abkiirzende Schreibweise fiir den entsprechenden Vektor darstellt.

Die Linsenverzerrung kann, wie im vorhergehenden Verfahren mit Kenntnis des Rotationswinkels, an
dieser Stelle einbezogen werden, wird jedoch aus Griinden der Ubersicht im folgenden weggelassen. Nach
einigen Vereinfachungen ergibt sich:
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T _ pT — T T _ pT
Zx, RTE, - R™T R%(Zk, RTE, RdT)
zZ1 C-i c z2 [-; c
215:—5 = RX(ZQI_;—E)

Die zuvor erwiihnte Problematik stellt die Rotationsmatrix Ra dar. Sie ist zwar nicht vollstindig besetzt
- es handelt sich nur um eine Rotation um die Z-Achse - jedoch kommt der unbekannte Winkel 1A
mehrfach kombiniert in trigonometrischen Funktionen vor.

1. Direkte Lésung

Die inverse Rotationsmatrix um die Z-Achse hat folgende Gestalt:

cos(tpa) —sin(ppa) 0
RY = sin(¢Ya) cos(a) O
0 0 1

Mit der zuvor hergeleiteten Gleichung

216— 6 = RZ(ZQE_ 6)
ergibt sich das Gleichungssystem:
210 — ¢z = (22bg — cz) cos(Pa) — (22by — ¢y) sin(¥a) (1)
210y — ¢y = (2abg — ¢g) sin(Ya) + (22by — ¢y) cos(ia) (2)
2104, —C; = b, —c; (3)

Die dritte Gleichung nach z aufgeldst, in (1) und (2) eingesetzt, ergibt:

na,—c, = (24 —c;) cos(fa) — (R —¢)) sin(ya)
aay—c, = (e —cp) sin(a) + (2 - ¢) cos(ya)

Das entstandene Gleichungssystem mit den beiden Unbekannten A und z; 148t sich eindeutig 16sen. Die
Losungen? lauten:

Ya = 2arctan <02(%bz—byaz)+c1(azbz—bmaz))

c2(azb, + bgya;) — cl(ayb, + bya,)

b.(cy — ¢z cos(Pa) + ¢y sin(iha))

21 = ,
! azb, — azby cos(ha) + azby sin(ya)
29 = P B
2 = L

Mit diesen Losungen konnen jetzt die Weltkoordinaten des Punktes W wie im Abschnitt zuvor berechnet
werden:

W = RT(Z1E1—T) = (RRA)T(ZQEQ_T).

?Die Losungen wurden mit M apleV©, einem mathematische Symbolmanipulationsprogram, errechnet.
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2. Zylinderkoordinatensystem-Lésung

Eine weitere Moglichkeit ist die Betrachtung der Rotation in einer anderen Koordinatendarstellung.
Fiir die spezifische Bewegung um die Z-Achse des Drehtellers bietet sich der Wechsel in das Zylinder-
koordinatensystem an. Es ist wie folgt definiert [BROS8T7]:

A
Zw

psi

rho \[»

Xw

Abbildung 6.1: Kartesisches- und Zylinderkoordinatensystem

Ein Punkt ist demnach durch (¢, p, h) mit h als Héhe und 1) als Winkel zwischen X-Achse und p eindeutig
beschieben. Fiir die Umrechnung dieser beiden Koordinatensysteme ineinander gilt folgendes:

T = pcosy

Yy p siny

z = h

b = VTP
Y = arctan(¥)

Der Vorteil dieser Darstellung ist, dafl sich die spezielle Rotationsmatrix Ra um die Z-Achse in eine
Vektoraddition verwandelt. Sei P ein Punkt, dann gilt in diesem Fall:

Ya

RA - Pyortesisch = szlz'ndrz'sch + 0

Auf die zuvor hergeleitete Gleichung bezogen:

e kartesisch:
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e zylindrisch:
210y — C 29b, — ¢
arctan | —4—Y arctan | =42 —tha
2105 — Cy 22bg — Co

= - 0
V/(22by — 3)? + (22by — ¢y)? +

\/(zlaz — )% + (z1ay — ¢y)?

(z1a; —c2) (22b, — c2)

daraus ergibt sich das folgende vereinfachte Gleichungssystem:

21G, = 22b, (1)
(2105 — €)% + (z1ay — ¢y)? = (22by — €z)? + (22by — ¢y)? (2)
YA = arctan (—Z:::Z ) — arctan (722::2) (3)

Aus den ersten beiden Gleichungen 148t sich z; und 22 bestimmen. Die erste Gleichung wird nach z,
aufgelst,

2 = 2z

2 - lbz )

dies in die zweite Gleichung eingesetzt und nach z; umgeformt:

az az
(z1a4 — cz)2 + (z1ay — cy)2 = (zlbmb— — cm)2 + (zlbyb— — cy)2
z z
a a a a
(z105) + (z10y)? — 221050, — 22104y = (21bp72)% + (21by7=)? — 221bp — ¢ — 221by ¢y
bz bz bz bz
a a a a
zi(al +a) — (b:72)" — (0y72)%) = 221(aeCs + ayey — borco — bys=cy)
b, b, b, b.

(azcs +aycy — byg=co — bygrcy)

@+ -6 — 6,3

zZ1 =

Mit den Ergebnissen fiir z; und 2z, ergibt sich aus der dritten Gleichung der gesuchte Winkel . Der
Weltpunkt wird wie im letzten Abschnitt berechnet.

6.2 Praxis

In der Praxis hat sich das Verfahren mit Kenntnis des Rotationswinkels als ‘stabil‘ herausgestellt,
ganz im Gegensatz zu den beiden Verfahren ohne Rotationswinkel. Sowohl die ‘direkte‘ als auch die
‘Zylinderkoordinatensystem-Losung‘ reagieren in bestimmten Bereichen instabil und produzieren un-
brauchbare Losungen (siehe Abbildung 6.2).

Im zweiten Losungsansatz treten die Ausfillle in der Tiefenkarte immer auf, wenn die Richtung der
Verschiebungsvektoren von Punkten horizontal bzw. vertikal beziiglich des Bildes ist. Das heifit wenn der
Quotient ¥ > 1 oder ¥ < 1ist ( (u,v) = Verschiebungsvektor im Bild). Untersuchungen der Gleichungen
konnten jedoch keinerlei rechentechnische Instabilitét aufzeigen.

Eine Losung diese Problems ist die Kombination der Verfahren ohne und mit Rotationskenntnis. Uber
die ‘direkte Losung’ wird der Rotationswinkel ¢a fiir alle Verschiebungsvektoren berechnet. Aufgrund



ideale Tiefenkarte zum Vergleich berechnete Tiefenkarte nach dem 2. Ansatz

Abbildung 6.2: Tiefenberechnung ohne Kenntnis der Rotation

der Drehtellergeometrie wird jeder Objektpunkt mit dem gleichen Winkel rotiert, was eine Mittelwert-
bildung ermoglicht. Anhand dieses Mittelwertes und der Varianz werden die ©¥a, die innerhalb einer
Epsilonumgebung mit der Gréfle der Standartabweichung o um den Mittelwert Mean; liegen, erneut zur
Mittelung herangezogen.

YA = Means( {¢ia| ||[Meani({9ja| j ist Objektpunkt}) — ¢;a|| < o und ¢ ist Objektpunkt} )

Mit dieser Ndherung des Winkels kann jetzt das numerisch stabilere Verfahren in Abschnitt 6.1.1 ange-
wendet werden.
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Ergebnisse

7.1 Gestaltsanalyse mit synthetischen Verschiebungsvektoren

Da die Verwendung von bereits existierenden Programmen zur Bestimmung des optischen Flufles nicht
befriedigend verlief, haben wir vorerst synthetische Verschiebungsvektoren von einem Simulator gene-
rieren lassen. Dabei kann ein Polyeder eingelesen werden und unter Perspektivprojektion aus einem
beliebigen Winkel betrachtet werden (siehe Abb. 7.1). Die Kalibrierungsdaten sind somit bekannt. Der
Polyeder kann nun um die Z-Achse des Objekts gedreht werden, die Verschiebung im Bild bestimmt und
anschlieflend als Verschiebungsvektorkarte gespeichert werden (vgl. Abb. 7.2).

Die Bestimmung der Gestalt kann bei bekanntem Drehwinkel ohne wesentlichen Verlust durchgefiihrt
werden, wie die rekonstruierte Tiefenkarte in Abb. (7.3) zeigt. Das unterstreicht die Seitenansicht des
rekonstruierten Polyeders in Abb. (7.4), wo die korrekte Tiefenbestimmung besonders deutlich wird. Fiir
den direkten Vergleich mit dem Grauwertbild ist dieser Polyeder in Abb. (7.5) mit einem Beleuchtungs-
modell schattiert worden. Die dichten und optimalen Verschiebungsvektoren erlauben also eine ideale
Berechnung der Tiefe.

Um die Bedingungen realistischer zu gestalten, kann die Bestimmung der Verschiebungsvektoren gestort
werden (vgl. Abb. 7.6). Die einzelnen Komponenten des Vektors werden dabei unabhiingig von einem
Zufallsgenerator mit normalverteiltem Rauschen unterlegt. Die fiir Abb. (7.7) und (7.8) erzeugten Fehler
sind in der Tabelle (7.1) aufgelistet.

Storung der Verschiebungsvektoren
Standardabweichung o | 0.15 | 0.5
Durchschnittlicher Fehler der  Vektorldnge 0.188 mm 0.627 mm

Orientierung 5.560 grd 16.249 grd
Maximale Abweichung der Vektorliange 0.657 mm 2.191 mm
Orientierung || 178.492 grd | 179.732 grd

Tabelle 7.1: Rauschen bei der synthetischen Verschiebungsvektorbestimmung.

Es hat sich herausgestellt, daf} eine aus diesen Verschiebungsvektoren rekonstruierte Tiefenkarte durch
eine Gaufiglattung wesentlich verbessert werden kann. Die Grundziige der Oberflichengestalt kénnen bei
der in Abb. (7.8) dargestellten Storung mit einer Glittung der Tiefenkarte wiederherstellt werden (vgl.
Abb. 7.9).

73
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Ein Sportwagen. Biiste von Beethoven.

Abbildung 7.1: Grauwertbilder von synthetisch generierten Objekten.
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Abbildung 7.2: Durch Simulation bestimmte ideale Verschiebungsvektoren.
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S

Abbildung 7.3: Aus idealen Verschiebungsvektoren rekonstruierte Tiefenkarte.
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rekonstruierten Tiefenkarte.

Abbildung 7.4: 3D-Visualisierung der
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Abbildung 7.5: Das Ergebnis der Gestaltserkennung bei idealen Verschiebungsvektoren.
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Abbildung 7.6: Stérung der Verschiebungsvektoren mit Standardabweichung o = 0.5.
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Abbildung 7.7: Rekonstruktion bei verrauschten Verschiebungsvektoren mit o = 0.15.
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Abbildung 7.8: Rekonstruktion mit gestorten Verschiebungsvektoren bei o
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Abbildung 7.9: Ergebnis nach Gauflglattung der Tiefenkarte mit einer 7 x 7 Maske.

7.2 Rekonstruktion der Gestalt mit Optical-Flow-Techniken

Als Grundlage fiir diese Untersuchungen lagen uns die Implementationen der von Barron und Fleet
[BAR92] beschriebenen Verfahren vor. Fiir den Einsatz dieser Optical-Flow-Techniken zur Bestimmung
der Verschiebungsvektoren sollen zunichst synthetische Grauwertbilder eines einfachen polyedrischen
Objekts betrachtet werden. Dazu wird ein Wiirfel zusammen mit der Lichtquelle um 1 grd gedreht, um
eine ideale und rauschfreie Grauwertzuordnung zu erméglichen. In Abb. (7.10) sind typische Ergebnisse
bei der Anwendung der Optical-Flow-Techniken dargestellt.

Das Verfahren von Anandan [ANA89] detektiert fiir zwei Eingabebilder (200 x 200 piz) zwar eine Ver-
schiebung an Grauwertkanten, aber die Richtung ist nur selten korrekt bestimmt. Die Breite und Kon-
tinuitét der berechneten Verschiebungsvektoren verdeutlicht die starke Glattung bei dieser Technik. Fiir
das differentielle Verfahren von Lucas und Kanade [LUC81] wurden 15 Bilder generiert. Die resultierende
Verschiebungsvektorkarte ist allerdings unzureichend diinn besetzt.

Das Problem der geringen Dichte entsteht gerade durch homogene Fichen, da nur an Grauwertkanten
Korrespondenzen gefunden werden kénnen. Um auch in diesen Gebieten Vektoren bestimmen zu kénnen,
wurden die synthetischen Objekte mit verschiedenen Texturen iiberzogen (vgl. Abb. 7.11).

Daf} die Anzahl der Verschiebungsvektoren dadurch tatséchlich erheblich gesteigert werden kann, beweist
die Abb. (7.12). Wihrend bei dem Verfahren von Anandan die Qualitit noch unzureichend ist, zeigt
das Verfahren von Lucas und Kanade bei dem texturierten Wiirfel wenigstens bei einer Fliche seine
Fahigkeiten.

Das in Abb. (7.13) dargestellte Beispiel, wo die Gestalt einer realen Biiste rekonstruiert wird, ist nicht
reprasentativ fiir die Gestaltsanalyse mit Optical-Flow-Techniken. Nur das Verfahren von Anandan be-
rechnete mit einer ganz speziellen Parameterkombination das vorliegente Resultat. Diese Einstellungen
konnten nicht konstruktiv ermittelt werden und ergaben sich aus einer umfassenden Testreihe.

Fiir Eingabebilder der Grofle 512 x 512 pixz wurde eine Pyramide mit 4 hierarchischen Ebenen gewahlt
und das 3 x 3 Korrelationsfenster wurde iiber 10 Relaxationsschritte angewendet. Die auf diese Weise
experimentell gewonnenen Parameter waren nicht auf andere Aufnahmen iibertragbar. So ist das reale
Beispiel in Abb. (7.13) eher als optimistische Grenze der untersuchten Optical-Flow Verfahren anzusehen.
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Optischer Flul von Anandan. Ergebnis mit Lucas-Kanade.

Abbildung 7.10: Anwendung von Optical-Flow Verfahren auf synthetischen Wiirfel nach Rotation um
1grd.

Wiirfel mit Oberflichentextur. Biiste mit marmorierter Textur.

Abbildung 7.11: Einsatz von Texturen zur Verbesserung der Verschiebungsvektorbestimmung.
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Resultat mit Anandan. Ergebnis mit Lucas-Kanade.

Abbildung 7.12: Anwendung der Optical-Flow Verfahren bei texturierten Oberflichen.

80




KAPITEL 7. ERGEBNISSE

e

Grauwertbild einer realen Szene.
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Optischer Flufl mit Anandan.
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Rekonstrierte Tiefenkarte.

Gegléttete 3D-Visualisierung.

Abbildung 7.13: Rekonstruktion einer realen Szene unter Verwendung des Optical-Flow Verfahrens von

Anandan nach einer 5 grd Drehung.
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7.3 Merkmalsbasierte Gestaltsrekonstruktion

In den nachfolgenden Abb. 7.14 und 7.15 sind die Ergebnisse der merkmalsbasierten Gestaltsrekonstruk-
tion fiir die bekannten kiinstlich generierten Bilder der Wiirfelszene und die im Labor aufgenommenen
Bilder der komplexen Realszene dargestellt. Auf beide Bildfolgen wurden die Verfahren zur Gewinnung
von Merkmalen sowie ausgezeichneter Verschiebungsvektoren angewendet. Im Interpolationsprozef} ist in
beiden Fillen eine Konsistenziiberpriifung und Glittung durchgefiihrt worden. Die Qualitit der nicht
dargestellten Kantenvektoren entspricht den in Abbschnitt 5.3 abgebildeten Verschiebungsvektorkarten.
In der 3D-Visualisierung ist auf die Glattung der Tiefenkarte verzichtet worden.

Kiinstliche Wiirfelszene

Wie in Abschnitt 5.3 beschrieben, beruht die Wiirfelszene auf der Vektorfeldkombination von vier Bildern,
die im Abstand von jeweils 5 Grad aufgenommen wurden. Die Abb. 7.14 zeigen, dafl die Bestimmung
der Gestalt aus Kanten und Eckpunkten bei bekanntem Drehwinkel (hier 15 Grad) mit annehmbaren
Verlusten bewéltigt werden kann. Die auftretenden Fehler sind auf falsche Kantenverschiebungsvektoren
zuriickzufiihren und daraus resultiert die fehlerhafte Interpolation.

Verbliiffend ist die Detektion der Wiirfelkanten, die im dichten Verschiebungsvektorfeld nicht nachzuvoll-
ziehen ist. Durch die 3D-Visualisierung der Szene ( Abb. 7.14 d ) aus einer anderen Betrachterposition
wird deutlich, dafl auch die Winkel zwischen den Seitenflichen des Wiirfels erhalten bleiben.

Reale Drehtellerszene

Etwas anders sieht die Situation bei der Rekonstruktion einer Realszene aus, welche aus zwei Bildern mit
jeweils 10 Grad Drehung berechnet wurde ( vgl. Abb. 7.15 ).

Hier zeigen sich im dichten Verschiebungsvektorfeld Inkonsistenzen, die auch durch Interpolation nicht
behoben werden konnten. Typische Probleme entstehen durch Verdeckungen, Texturen (hier ein Schrift-
zug) und fehlende Kanten, die dann zu falschen Verschiebungsvektoren fithren. Aus der Tiefenkarte ist
zumindest die korrekte Lage der Objekte zueinander erkennbar. Fiir eine Weiterverarbeitung sind die
Ergebnisse der Gestaltsrekonstruktion dieser Szene jedoch zu fehlerhaft.
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c) Tiefenkarte

d) 3D-Rekonstruktion der Tiefenkarte

Abbildung 7.14: Gestaltsrekonstruktion einer Wiirfelszene: a) Das kiinstlich Wiirfelbild b) Aus Kanten-
Verschiebungsvektoren interpoliertes Vektorfeld unter Zuhilfenahme eines segmentierten Ausgangsbildes
¢) Rekonstruierte Tiefenkarte der Interpolation d) 3D-Visualisierung der Tiefenkarten der Szenen aus
einem anderen Sichtwinkel.

a) Grauwertbild b) Interpolierte Verschiebungsvektoren
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c) Tiefenkarte

d) 3D-Rekonstruktion der Tiefenkarte

Abbildung 7.15: Gestaltsrekonstruktion einer Realszene: a) Das im Labor aufgenommene Bild b) Aus
Kanten-Verschiebungsvektoren interpoliertes Vektorfeld unter Zuhilfenahme eines interaktiv segmentier-
ten Ausgangsbildes ¢) Rekonstruierte Tiefenkarte der Interpolation d) 3D-Visualisierung der Tiefenkarten
der Szenen.
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7.4 Bewertung

Das implementierte Verfahren zur Kamerakalibrierung kann aufgrund seiner Genauigkeit und Stabilitét
zur Benutzung uneingeschrinkt weiterempfohlen werden. Die vorgestellten Kantendetektoren liefern bei
komplexen Realszenen nicht geniigend Merkmale, was die nachfolgenden Verfahren stark beeinflufit. Sie
sollten im Zusammenhang mit Segmentierungsprozessen weiter verbessert werden.

Die vorgestellten Beispiele der présentierten Verfahren zeigen, daf§ bei korrekten und vollstandigen Ver-
schiebungsvektoren die Rekonstruktion der Gestalt und Tiefe erfolgreich durchgefiihrt werden kann. Das
Verfahren mit Kenntnis des Drehwinkels ist fiir eine exakte und stabile Berechnung der Tiefe aus Verschie-
bungsvektoren den anderen prisentierten Techniken vorzuziehen. Resiimierend ist zu bemerken, daf} der
erfolgsversprechende Ansatz, die Gestalt aus Bildfolgen iiber eine Drehtellergeometrie zu rekonstruieren,
weiterverfolgt werden sollte.

7.4.1 Ausblick und Fortsetzung

Fiir die Fortsetzung bzw. Erweiterung dieser Arbeit bieten sich vielfiltige Moglichkeiten an. Die Kali-
brierung konnte um eine Bestimmung der Lichtquellenrichtung erweitert werden, um entsprechende Ver-
fahren zu unterstiitzen. Die aus den Verschiebungsvektoren fiir ausgezeichnete Merkmale gewonnenen
absoluten Tiefen lieflen sich im Fourierraum mit den relativen Tiefenwerten aus einem shape from shading
Verfahren zu einer komplexen Gestaltsrekonstruktion kombinieren. Hierbei wiren die hochfrequenten
Anteile aus den Shading- und die niederfrequenten aus den partiellen Tiefenkarten der vorgestellten
Verfahren zu vereinigen.

Auch wiire eine Verbesserung der Merkmalsgewinnung durch sogenannte featurebased energie detectors
oder eine Erginzung der Merkmale um Flichen méglich. Das Motionkonstraint kénnte durch Methoden
der Computer Grafik (Constructive solid geometry CSG) wie folgt erweitert werden:

Jeder Umrif} einer Szene aus Betrachterrichtung stellt eine Eingrenzung der riumlichen Ausdehnung der
Objekte dar. Er definiert in jeder Aufnahme neue kegelformige Polyeder. Der Schnitt dieser Polyeder aus
verschiedenen Ansichten ergibt dann eine #uflere Hiille der Szene. Schliefflich bietet sich im Bereich der
Visualisierung als Fortsetzung eine Kombination der 2%D Daten zu einem echten 3D Modell (Voxel oder
polyedrische Reprisentation) an.

Hinweis

Die Angaben und Programme wurden mit grofler Sorgfalt erarbeitet bzw. zusammengestellt. Trotzdem
sind Fehler nicht ganz auszuschlieen. Wir mochten deshalb darauf hinweisen, dafl weder eine Garantie
noch irgendeine Haftung fiir Folgen, die auf fehlerhafte Angaben zuriickgehen, iibernommen werden kann.
Fiir die Mitteilung eventueller Fehler wiren wir jederzeit dankbar.
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Programmbeschreibung

8.1 Benutzeranleitung

8.1.1 Programmsteuerung

Die Steuerung der Programme erfolgt durch die Angabe von Optionen, welche mit einem Spiegelstrich
- eingeleitet werden. Der direkt nachfolgende Buchstabe ist entscheidend, egal ob er grof§ oder klein
geschrieben wird. Ebenso kann dieser beliebig erweitert werden, d.h. die Option -h ist identisch mit
-help oder dem Kommando -HILFE.

Erwartet eine Option mehrere Parameter, so sind sie durch Leerzeichen voneinander zu trennen. Die
Reihenfolge ist unwesentlich und bei sich ausschliefenden Optionen wird nur die letzte Angabe bertick-
sichtigt. Gibt man beim Programmaufruf ein 7 oder -h an, so erscheint ein Benutzungshinweis mit der
Auflistung der unterstiitzten Optionen.

8.1.2 Kamera-Kalibrierung
Das Kalibrierungsobjekt

Fiir die Kamerakalibrierung ist es notwendig, dafl ein Objekt moglichst exakt vermessen wird, d.h fiir
mindestens 5 coplanare (bzw. 7 nicht-coplanare) Punkte miissen die dreidimensionalen Weltkoordinaten
bekannt sein. Der Ursprung und die Orientierung kénnen prinzipiell frei gewihlt werden. Die optische
Achse der Kamera darf allerdings nicht genau auf den Ursprung des Weltkoordinatensystems ausgerichtet
werden, denn aufgrund der verwendeten Kalibrierungstechnik darf die vertikale Translation T}, nicht 0
sein.

Die Kalibriermarken

Die fiir die Kamerakalibrierung notwendige subpixelgenaue Punktbestimmung aus der Aufnahme des
exakt vermessenen Kalibrierungsobjekts wird interaktiv durch den Benutzer unter Zuhilfenahme von
calpnt durchgefiihrt.
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> calpnt -vh
(Cal)ibriation (p)oi(nt)s, $Revision: 1.1 $$State: Exp $$Date: 1994/03/25 21:54:57 $

Usage: calpnt [-q] [-v] [-h] ... <pgmfile>
-t <color> : Schwellwert fuer Binarisierung (Default 127)
Wertebereich: 0 <= <color> <= 255
-1 : Modus mit lokalen Bildoperationen (Default)
-g : Modus mit globalen Bildoperationen
-m : Modus mit manueller Bestimmung
-k : Start des Koordinatensystems Pixelmitte
-o <file> : speicher die Daten in der Datei <file>

(Default Bildschirmausgabe)
-G <gamma> : Gammakorrektur des Bildes

-d <name> : oeffnet das Display <name> (Default :0)
-q : Keine Textausgabe

-V : Version

-h : Hilfe

Das Programm ermdoglicht die Festlegung der Koordinaten auf drei verschiedene Arten: manuell, global
und lokal. Im manuellen Modus werden die Kalibrierungspunkte in der Vergroflerung eines zuvor ange-
wahlten Bildausschnittes vom Benutzer durch Festlegen des Mittelpunktes bestimmt. Im Gegensatz dazu
werden sowohl im lokalen als auch im globalen Modus die Punktkoordinaten automatisch berechnet. Es
muf in beiden Modi lediglich die Auswahl und Reihenfolge der ermittelten Kalibrierungspunkte interaktiv
durchgefiihrt werden.

Lokal erfolgt die Segmentierung und Subpixelberechnung innerhalb eines gew&hlten Bildauschnittes, in
dem der Benutzer die Auswahl bestétigt. Im Verfahren mit globalen Bildoperationen wird durch die inter-
aktive Eingabe eines Polygons, das alle interessanten Bildbereiche enthalten sollte, eine grobe Vorauswahl
getroffen. Dieser Ausschnitt wird jetzt vom Benutzer und dem Programm binarisiert, bis es moglich ist
alle Kalibrierungspunkte zu identifizieren, um dann abschlielend ausgewahlt zu werden. Die Modifikation
des intern verwendeten Schwellwerts (siehe Kapitel 4) ist {iber den Parameter -t <color> realisiert.

Die subpixelgenauen Koordinaten werden auf dem Bildschirm oder optional in eine ASCII-Datei ausge-
geben. Sie beziehen sich auf den links unten liegenden Ursprung des Bildes, eines linkshéndigen Koor-
dinatensystems , d.h es zeigen die positive X-Achse nach rechts und die Y-Achse nach oben. Fiir den
Ursprung wird angenommen, daf} er am linken unteren Rand des Pixels liegt. Mit der Option -k kann er
jedoch auch in die Pixelmitte verschoben werden.

Lineare Kalibrierung LINCAL

Das Programm lincal fiihrt eine lineare Kamera-Kalibrierung durch und berechnet die affine Trans-
formation zwischen Kamera- und Weltkoordinatensystem sowie eine Approximation der Brennweite. So-
fern keine Ausgabedatei angegeben wird, werden die Ergebnisse auf dem Bildschirm angezeigt.
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> lincal

LINCAL - Lineare Kalibrierung V1.0

AUFRUF : lincal [?] [OPTIONEN] -w <datei> -i <datei> -s <datei>

-wlorld] <datei

-i[mage] <datei.

-s[ensor] <datei.
OPTIONEN : -olut] <datei.

-c[oplanar]

-qluiet]

-h[elp]

Kalibrierungs Optimierung OPTCAL

.wrld>
img>
cam>

cal>

Weltkoordinaten der Kalibrierungspunkte.
Bildkoordinaten der Kalibrierungspunkte.
Herstellerangaben ueber den Sensor.

Name der Ausgabedatei.
Kalibrierungspunkte liegen in XY-Ebene.
Keine Bildschirmausgaben erzeugen.
Ausgabe dieses Benutzungshinweises.

Eine mit lincal erzeugte Kalibrierungsdatei kann noch optimiert werden. Bei der Verbesserung der
Kalibrierungsdaten mit dem Programm optcal wird die radiale Verzerrung berechnet und die Brennweite

angepafit.

> optcal

OPTCAL - Kalibrierungs Optimierung V1.0

AUFRUF  : optcal [?] [OPTIONEN] -w <datei> -i <datei> -c <datei>

-wlorld] <datei
-i[mage] <datei.
-c[al] <datei.

OPTIONEN : -olut] <datei.
-flocus] n
-a[spect] n
-1 n
-2 n
-q[uiet]
-h[elp]

Radiale Entzerrung CALDIS

.wrld>

img>
cal>

opt>

Weltkoordinaten der Kalibrierungspunkte.
Bildkoordinaten der Kalibrierungspunkte.
Lineare Kalibrierungsdaten.

Name der Ausgabedatei.

Brennweite ’f’ in [mm] explizit definieren.
Bildskalierungsfaktor sx definieren.
Verzerrungskoeffizient k1’ definieren.
Verzerrungskoeffizient ’k2’ definieren.
Keine Bildschirmausgaben erzeugen.

Ausgabe dieses Benutzungshinweises.

Nicht alle Verfahren benutzen das verwendete Kameramodell mit einer radialen Linsenverzerrung. Damit
bei den Berechnungen nicht immer die Verzerrung eingebaut werden mufi, versucht das Programm caldis
das Grauwertbild entsprechend der Kalibrierung zu entzerren. Bei der Sony CCD Videokamera sind die
Abweichungen aber nicht gravierend, so dal man sich diese zeitintensive Prozedur ersparen kann.
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> caldis
CALDIS - Radiale Entzerrung V1.0

AUFRUF  : caldis [?] [OPTIONEN] -c <datei> -p <datei> -o <datei>
-clal] <datei.opt> Optimierte Kalibrierungsdaten.
-plic] <datei.pgm> Kamerabild der Kalibrierungspunkte.
-o[ut] <datei.pgm> Name der Ausgabedatei.

OPTIONEN : -flocus] =n Brennweite ’f’ in [mm] explizit definieren.
-a[spect] n Bildskalierungsfaktor ’sx’ definieren.
-1 n Verzerrungskoeffizient k1’ definieren.
-2 n Verzerrungskoeffizient ’k2’ definieren.
-qluiet] Keine Bildschirmausgaben erzeugen.
-h[elp] Ausgabe dieses Benutzungshinweises.
-n[oscreen] WorkBench Fenster oeffnen (nur AMIGA).

Kalibrierungs Visualisierung CALVIS

Das Ergebnis der Kamera-Kalibrierung kann schliellich mit dem Programm calvis betrachtet werden.
Wird nur die Kalibrierungsdatei als Parameter angegeben, so wird ihr Inhalt auf dem Bildschirm ange-
zeigt. Um fehlerhaft eingegebene Koordinaten besser ausfindig machen zu konnen, ist es in Verbindung
mit den Welt- und Bildkoordinaten moglich, den (Riick-)Projektionsfehler fiir jeden Kalibrierungspunkt
zu speichern.

Die Qualitit der Kalibrierung kann aber auch visuell begutachtet werden. Durch die zusétzliche Ubergabe
des Kamerabildes erscheint das Grauertbild in einem Fenster, wozu allerdings ein X-Windows Display
mit 8bit-Pseudocolor und eingeschaltetem Backing-Store erforderlich ist. Die Weltkoordinaten werden
dann gemif der kalibrierten Werte in das Bild projiziert und mit einem Kreuzchen markiert. Es besteht
ebenfalls die Moglichkeit das Drehtellerraster einzublenden.

> calvis
CALVIS - Kalibrierungs Visualisierung V1.0

AUFRUF  : calvis [?] [OPTIONEN] <datei.cal|opt>

OPTIONEN : -w[orld] <datei.wrld> Weltkoordinaten der Kalibrierungspunkte.
-i[magel <datei.img> Bildkoordinaten der Kalibrierungspunkte.

-plic] <datei.pgm> Grauwertbild der Kalibrierungspunkte.
-o[ut] <datei.pgm> Name der Ausgabedatei.

-e[rror] <datei.err> Projektionsfehler der Kalibrierungspunkte.
-flocus] n Brennweite ’f’ in [mm] explizit definieren.
-a[spect] n Bildskalierungsfaktor ’sx’ definieren.

-1 n Verzerrungskoeffizient k1’ definieren.

-2 n Verzerrungskoeffizient k2’ definieren.
-h[elp] Ausgabe dieses Benutzungshinweises.
-q[uiet] Keine Bildschirmausgaben erzeugen.

-m[esh] Drehscheibengitter zeichnen.

-n[oscreen] WorkBench Fenster oeffnen (nur AMIGA).
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SonyCCD.cam

Test.wrld

Test.img

Imagesize 512 512
ImageCenter 256 256

/% ImageAspect 1.042 */

/* Anzahl der Zeilen und Spalten */
/* Bildmittelpunkt */

/* Herstellerangaben zur SONY DXC-730P 3CCD Video Kamera */ n

SensorDim 8.8 6.6 /* Groesse des Sensors in mm */ X1 Y1 Z1
SensorSize 786 581  /* Anzahl der Bildelemente in Pixel */ X2 Y2 Z2
SensorUsed 512 /* zur Digitalisierung verwendet */ o ¥n Zn

n
X1 y1
X2 y2

Xn yn

Lineare Kalibrierung (LINCAL)

Test.cal Test.wrld Test.img
- Rotation
- Translation n n
- EOCUS » X1 Y1 21 X1yl
_ Skalierung X2 Y2 Z2 X2 y2
- Scheibenorientierung e .o
- Kameraposition Xn Yn Zn Xn yn
- Kameraorientierung
- Herstellerangaben

Kalibrierungs

Optimierung (OPTCAL)

Test.pgm

Test.opt Test.wrld

Test.img

P5
width height
maxgrayval

Rotation
Translation* n

Focus* X1 Y1 Z1
Verzerrungsfaktoren* X2 Yo 72
skalierung
Scheibenorientierung* cee
Kameraposition* Xn Yn Zn
Kameraorientierung*

Herstellerangaben

optimiert

n
X1 y1
X2 y2

Xn yn

Kalibrierungs Visualisierung (CALVIS)

KALTBRIERUNGSPARAMETER (OPTIMIZED):

TRANS: X = 19.787 mm, Y = -14.194 mm, Z =

ROT: -0.003 |
- 0.692 |
| -0.361 -0.591 -0.722 |
(Yaw) 140.7 grad.
Y (pitch) 1.2 grad
z (Roll) -23.7 grad

FOCUS: 35.117 mm (139.670 mm bei Standard
1.013.
: KL = -1.233679-005 1/mm2, K2 = -5.

DURCHSCHNTTTLICHER FEHLER:

Brojektion
Rueckprojektion

MITTLERE QUADRATISCHE ABWEICHUNG:

Brojektion 0.337 pix.
Rueckprojektion : 0.141 mu.

HERSTELLERANGABEN:
Groesse des Sensors... 8.800 x 6.600 mm.
Anzahl der Sensorpunkte..: 786 x 581 sels
Abstand der Sensorpunkte.: X = 11.196 um/sel, Y = 11.360 um/sel.
hl benutzt. X = 512 pix.
Anzahl der Bildpunkte 512 x 512
Abstand der Bildpunkte X = 11,196 um/pix.
Mittelpunkt des Bildes X = 256.0 pix, Y - 256.0 pix.

1565.392 mm.

35mm-Kamera) .

016082e-005 1/mm2.

ORIENTIERUNG DER SCHEIBE (KAMERAKOORDINATEN) :

Normalenvektor..: 0.692, z = -0.722.
Ebenenparameter 0.959, d = 1573.086
ORIENTIERUNG DER KAMERA (WELTKOORDINATEN) :
Position....: X = 925.997, 7 = 1139.445.
Ausrichtung.: X = -0.591, 2z = -0.722.

Abbildung 8.1: Datenflufl bei der Kamera-Kalibrierung.
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Kalibrierungsdaten Generator SYNTH

Fiir die synthetische Generierung von Kalibrierungsdaten ist das Programm synth entwickelt worden.
Beim Start wird zunéchst ein voreingestellter Datensatz von Welt- und Bildkoordinaten erzeugt. Dadurch
ist gewdhrleistet, dafl sinnvolle Parameter verwendet werden und alle Kalibrierungspunkte im Bild sicht-
bar sind. Durch die Angabe von zusitzlichen Optionen kann schliefllich der Einflufl einer Anderung von
jedem einzelnen Kalibrierungsparameter ausprobiert werden.

Zur optischen Kontrolle der synthetisch generierten Datensétze wird zusétzlich ein Kamerabild erzeugt.
Durch die Verbindung der Kalibrierungspunkte zu Gittern soll die riumliche Darstellung verbessert und
die radiale Verzerrung hervorgehoben werden. Die bei der Generierung verwendeten idealen Parame-
ter werden ebenfalls gespeichert, so daf} die Qualitét der anschliefenden Kamera-Kalibrierung einfacher
verifiziert werden kann.

> synth
SYNTH - Kalibrierungsdaten Generator V1.0

AUFRUF  : synth [?] [OPTIONEN] -s <datei.cam> -o <datei.cal>

-s[ens] <datei.cam> Herstellerangaben.

-o[ut] <datei.cal> Basisname der Testdaten.

OPTIONEN : -h[elp] Ausgabe dieses Benutzungshinweises.
-flocus] n Brennweite in [mm] explizit definieren.
-a[spect] n Bildskalierungsfaktor ’sx’ definieren.

-1 n Verzerrungskoeffizient ’kl’ definieren.

-2 n Verzerrungskoeffizient ’k2’ definieren.
-e[rror] w i Standardabweichung fuer Welt- und Bildpunkte.
-r[ot] ypr Rotationswinkel (Yaw, Pitch, Roll) [grad].
-t[rans] xy z Translationsvektor [mm].

-d[ist] xy z Abstand der Kalibrierungspunkte [mm].
-clount] x y z Anzahl der Kalibrierungspunkte.

-qluiet] Keine Bildschirmausgaben erzeugen.
-n[oscreen] WorkBench Fenster oeffnen (nur AMIGA).

8.1.3 Vorverarbeitung

Die Algorithmen zur Bildverbesserung wurden in dem Programm hist zusammengefafit und erlauben eine
Vorverarbeitung der Grauwertbilder durch Histogramm-Modifikationen. Durch die globale Grauwertan-
passung wird der existierende Intensitétsbereich zur Kontrastverstirkung auf den gesamten zur Verfiigung
stehenden Bereich gestreckt.

Bei der dynamischen Schwellwertbildung kann die Binarisierung durch das Verhiltnis von Maxima zu
Minima im Histogramm beeinflufit werden. Mit der dynamischen Histogramm-FEgalisierung kann der lokale
Kontrast maximal angehoben werden und die Aufteilung des Bildes bei den adaptiven Verfahren erfolgt
durch die Angabe einer Fenstergrofe.
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> hist
HISTOGRAMM - Bildverbesserung V1.0

AUFRUF  : hist [?] [OPTIONEN] {-a|-t n|-e} <datei.pgm>
-a[dapt] Grauwertanpassung.
-t[hresh] n Dynamische Schwellwertbildung [0..1].
-e[quall Dynamische Histogramm-Egalisierung.
OPTIONEN : -ol[utl <datei.pgm> Ergebnisbild speichern.
-wlindow] n Fenstergroesse [16..64].
-d[yn] Schwellwert statt Binarbild anzeigen.
-h[elp] Ausgabe dieses Benutzungshinweises.
-q[uiet] Keine Bildschirmausgaben erzeugen.
-n[oscreen] WorkBench Fenster oeffnen (nur AMIGA).

8.1.4 Merkmalsextraktion
Der Marr-Hildreth-Operator MARR

Fiir die pixelgenaue Bestimmung von Grauwertkanten kann der Marr-Hildreth-Operator marr eingesetzt
werden. Das Programm wird hauptséchlich durch die Angabe der Standardabweichung o gesteuert, jedoch
kann der Radius r der Filtermaske auch manuell variiert werden. Um das Hintergrundrauschen von
den echten Kanten trennen zu konnen, muf} ein Vergleich mit dem binarisierten Gradientenbetrag des
Ausgangsbildes durchgefiihrt werden.

Der verwendete Schwellwert g bezieht sich auf die Steigung der ersten Ableitung und bestimmt den
Bereich, der aus dem verrauschten Resultat des Marr-Hildreth-Operators in das Kantenbild iibernommen
wird. Um ein unerwartetes Ergebnis im resultierenden Kantenbild besser verifizieren zu konnen, ist es
moglich den Bearbeitungsprozefl durch das Anzeigen von Zwischenergebnissen zu verfolgen.

> marr
MARR HILDRETH - LoG Operator V1.0

AUFRUF  : marr [?] [Optionen] -s n <datei.pgm>
-s[igmal n Standardabweichung [0..38].

OPTIONEN : -ol[utl <datei.pgm> Binarisiertes Kantenbild speichern.

-r[adius] n Radius der Filtermaske [1..24].
-glrad] n Schwellwert fuer Gradientenvergleich.
-h[elp] Ausgabe dieses Benutzungshinweises.

-t [racel Zwischenergebnisse anzeigen.

-qluiet] Keine Bildschirmausgaben erzeugen.
-nloscreen] WorkBench Fenster oeffnen (nur AMIGA).

Der Kantendetektor CANNY

Mit dem Programm canny kénnen pixelgenaue Grauwertkanten detektiert werden. Die Steuerung erfolgt
wie bei marr durch die Standardabweichung ¢ und optional durch den Radius r der Filtermaske. Die
vielen Zwischenergebnisse konnen zur Kontrolle ebenfalls angezeigt werden.
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> canny
CANNY EDGE - Kantendetektor V1.0

AUFRUF  : canny [?] [OPTIONEN] -s n <datei.pgm>
-s[igmal =n Standardabweichung.

OPTIONEN : -o[ut] <datei.pgm> Binarisiertes Kantenbild speichern.
-r[adius] n Radius der Filtermaske [1..24].
-h[elp] Ausgabe dieses Benutzungshinweises.
-t [racel Zwischenergebnisse anzeigen.
-qluiet] Keine Bildschirmausgaben erzeugen.
-n[oscreen] WorkBench Fenster oeffnen (nur AMIGA).

Merkmalsbestimmung CCM

Die im Kapitel 4 beschriebenen Verfahren zur Merkmalsextraktion sowie Teile der im Kapitel 3 vorge-
stellten Vorverarbeitungsschritte sind im Programm ccm zusammengefafit worden.

> ccm -vh
(C)anny(C)ornerResponse(M)arrHildreth, $Revision: 1.1 $$Date: 1994/03/25 21:52:05 $

Usage: ccm [-q] [-v] [-h] ... <pgmfile>
-o <file> : speicher das(die) Ergebnisbild(er) in <file>
-m <mode> : <mode> = 1: Canny Edge (Default)

2: Corner Response
= 3: Marr Hildreth
-G <gamma> : Gammakorrektur des Bildes (Default 1.0)

-M : Median (3x3) Filterung

-n : CE: kein ‘thinning*

-T <num> : MH: Gradienten ‘treshhold‘ (Default 0.0)

-S <sigma> : CE & MH (Default 1.5)

-R <radius> : CE & MH (Default 4.0)

-K <kappa> : CR: Grauwert Nullpunkt (Default 1/0.04)
-d <name> : oeffne Display <name> (Default kein Display)
-q : Keine Textausgabe

-v : Version

-h : Hilfe

Die Funktionsweise der verschiedenen Verfahren ist in den oben erwidhnten Abschnitten ausreichend er-
ldutert worden. Vor der Merkmalsberechnung kann das Eingabebild optional mit einem 3 x 3 Median
gefiltert und eine Gammakorrektur der Grauwerte durchgefiihrt werden. Es werden nur Bilder im PBM
P2- oder P5-Format eingelesen. Die Option -o <file> bestimmt den Namen des Ergebnisbildes. Der
Canny Edge Operator liefert ein Bindrbild, das im P5-Format abgelegt wird. Die beiden anderen Verfahren
extrahieren noch zusétzliche Information in Form weiterer Bilder.

Das Resultat der Corner Response Funktion wird in drei Teilen gespeichert: Die Kantenmerkmale als
P5-Grauwertbild mit der Endung ‘.e‘, die punktférmigen Merkmale mit der Endung ‘.p‘, sowie das Er-
gebnis der Corner Response Funktion als File im I8 Format (siehe 8.2.4). Zusétzlich zum P5-Bindrbild
der Nulldurchginge des Marr-Hildreth-Operators werden die im Abschnitt 4.1 beschriebenen Subpixelin-
formationen in zwei weiteren Dateien im F8-Format abgelegt. Diese Abweichung in Zeilenrichtung erhalt
die Endung ‘.x‘ und in Spaltenrichtung ‘.y*.
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8.1.5 Verschiebungsvektorbestimmung
Der Simulator SIMUL

Die synthetische Generierung von Verschiebungsvektoren einer Bildfolge kann mit dem Simulator simul
durchgefiihrt werden. Die Ausgabe von idealen Tiefenkarten und der verwendeten Kalibrierungsdaten
ist ebenfalls moglich. Aufgrund der Komplexitit wird das Programm nicht durch Optionen sondern mit
einer umfangreichen Konfigurationsdatei gesteuert. Die Funktionsvielfalt und der konkrete Dateiaufbau
werden im Abschnitt (8.2.1) erldutert.

> simul
SIMUL - Simulator fuer Optischen Fluss V2.0

AUFRUF  : simul [?] [OPTIONEN] <datei.cfg>
OPTIONEN : -h[elp] Ausgabe dieses Benutzungshinweises.
-n[oscreen] WorkBench Fenster oeffnen (nur AMIGA).

Ausgezeichnete Verschiebungsvektorbestimmung VV

Zur automatischen Berechnung von ausgezeichneten Verschiebungsvektoren wird das Programm vv be-
reitgestellt. Es ermdglicht die Bestimmung von Vektoren iiber eine Sequenz von Kantenbildern durch
Auffinden der Korrespondenzen und der Kombination mehrerer berechneter Bilder.

> vv -vh
(Verschiebungs(v)ektoren, $Revision: 1.1 $$State: Exp $ $Date: 1994/03/25 21:52:08 $

Usage: vv [-q] [-v] [-h] ... <seq_name> <seq_number>
-o <v-file> : Verschiebungsvektorkarte in <v-file> speichern
-c <c-file> : lese Kalibrierungsdaten aus <c-file>
-P <phi> : Schrittweite <phi> des Drehwinkels (in Grad)
-R <radius> : Drehteller <radius> in mm
-Z <height> : Drehteller Hoehe bzg. WKS in mm
-L <level> : Kombinationslevel der VV-Karten (Default 1)

-% <percent> : Erlaubte max. Abweichung von mittleren bzw.
vorhergesagten VVs in Prozent (Default 10%)

-q : keine Textausgabe
-v : Version
-h : Hilfe

Benotigt werden die Kalibrierungsdaten in der entsprechenden Datei der Kamerakalibrierung, binéire Kan-
tenbilder im Unterverzeichnis ‘./ca/¢ sowie Bilder mit punktférmigen Merkmalen in ‘./cr/‘. Die Dateien
miissen alle im PBM P2- bzw. P5-Format vorliegen (mit Ausnahme der Kalibrierungsdaten). An vv wird
der Familienname aller Bilder z.B. cube.pgm und deren Anzahl innerhalb der Sequenz iibergeben. Sie un-
terscheiden sich durch eine Laufnummer am Ende ihres Names und ihre Lage in den Unterverzeichnissen.
Die fortlaufende Nummerierung mufl immer bei Null beginnen. Die Bilder der punktférmigen Merkmale
bendtigen zusitzlich noch die Kennung ‘.p* (siehe 8.1.4).

Beispiele: . /ca/cube.pgm0, ./ca/cube.pgmi, ..., ./cr/cube.pgm0.p, ...
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Die berechneten Verschiebungsvektorkarten werden im Unterverzeichnis ‘./dpm/¢ abgelegt. Ihr Name
setzt sich aus der durch -o <v-file> iibergebenen Bezeichnung und der Kombination der Nummer der
Ausgangsbilder abhéingig vom Kombinationslevel zusammen (siehe Abb. 5.5 in Abschnitt 5.3).

Der iibergebene Winkel <phi> der Drehtellerbewegung muf fiir alle Winkel zwischen zwei Aufnahmen
einer Sequenz gleich sein.

Die Verschiebungsvektor-Interpolation IP

Um dichte Verschiebungsvektorkarten zu erhalten kann das Programm ip benutzt werden. Es beruht
auf den im Abschnitt 5.3 beschriebenen Interpolationsprozessen und benétigt Verschiebungsvektoren von
Kanten in Form eines Bildes (z.B. durch vv gewonnen) sowie ein segmentiertes Ausgangsbild, um die
Berechnung bei eventuell fehlenden Kantenvektoren auf eine Fliche einzuschrinken.

> ip -vh
(i)nter(p)olieren von Verschiebungsvektoren, $Revision: 1.1 $$Date: 1994/03/25 ...

Usage: ip [-q] [-v] [-h] ... <vvfile> <segfile>
-o <vv-file> : Verschiebungsvektorkarte in <vv-file> speichern
-% <percent> : Erlaubte max. proz. Abweichung der Interpolation
innerhalb des Segments (Default 10%)

-k <size> : Konsistenz des VV-Feld innerhalb einer
<size> x <size> Umgebung pruefen (Default 0)
-g <size> : VV-Feld mit <size> x <size> Maske glaetten (Default 0)
-q : keine Textausgabe
-V : Version
-h : Hilfe

Die Option -¥% fiir die maximale prozentuale Abweichung bezieht sich auf den aktuell berechneten Vektor
wéahrend der Interpolation.

8.1.6 Visualisierung
Anzeige von Verschiebungsvektorkarten SHOWDPM

Die Visualisierung von Verschiebungsvektorfeldern erfolgt mit dem Programm showdpm. In einem Min-
destabstand von 4 piz werden die Vektoren (u,v) im Bild aufgetragen. Die Anzahl der darzustellenden
Verschiebungsvektoren wird automatisch reduziert, wenn das Fenster fiir die Anzeige zu klein gewihlt
wurde.

Fiir besonders kleine oder extrem grofie Drehwinkel kénnen die Vektoren bei der Betrachtung mit einem
Faktor skaliert werden. Durch Driicken der Maustaste kann ein Ausschnitt der Karte in einem neuen
Fenster vergrofert dargestellt werden (Zoom). So kann auch bei grofien Karten jeder Verschiebungsvektor
genau betrachtet werden.
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> showdpm
SHOWDPM - Anzeigen von Verschiebungsvektoren V1.0

AUFRUF  : showdpm [?] [OPTIONEN] <datei.dpm>

OPTIONEN : -o[ut] <datei.pgm> Grauwertbild speichern.
-r[educe] n Reduzieren der Punkte um den Faktor n.
-d[imension] n Groesse des Fensters.
-s[calel n Skalierungsfaktor fuer die Vektoren.
-blckgrnd] n Grauwert fuer den Hintergrund.
-h[elp] Ausgabe dieses Benutzungshinweises.
—-qluiet] Keine Statusmeldung ausgeben.
-n[oscreen] WorkBench Fenster oeffnen (nur AMIGA).

Anzeige von Grauwertbildern SHOWPGM

Das kleine Programm showpgm dient lediglich dazu die verwendeten Grauwertbilder auf dem Bildschirm
anzuzeigen.

> showpgm
SHOWPGM - Anzeigen einer Portable GrayMap V1.0

AUFRUF  : showpgm [?] [OPTIONEN] <datei.pgm>
OPTIONEN : -h[elp] Ausgabe dieses Benutzungshinweises.
-n[oscreen] WorkBench Fenster oeffnen (nur AMIGA).

Die Tiefenkarten Visualisierung VISUAL

Um das Ergebnis der Gestaltsrekonstruktion betrachten zu kénnen wird der Tiefenkarten Visualisierer
visual eingesetzt. Neben einer automatisch skalierten Grauwertdarstellung der Karte kann auch ein
Polyeder erzeugt und dreidimensional begutachtet werden. In Abhingigkeit von dem Skalierungsfaktor
des Sensors mufl der XY-Gitterabstand des Polyeders angepaflt werden. Er ist fiir den Simulator mit
1.0 voreingestellt und ergibt sich bei einer realen Kamera, wenn man durch den Abstand benachbarter
Bildpunkte teilt. Bei der verwendeten SONY CCD Videokamera entspricht das einem Gitterabstand von
etwa 89.3.

Fiir die Objektoberfliche konnen unterschiedliche Darstellungen vom Drahtgittermodell bis zur inter-
polierten Schattierung gewiihlt werden. Bei starkem Rauschen kann die Tiefenkarte auch gegliittet werden
und durch Einschalten von Antialias konnen Grauwertiiberginge optisch verbessert werden. Die Betrach-
tungsparameter sind entsprechend der Beschreibung von simul zu wihlen und fiir eine erste Vorschau ist
es meistens sinnvoll, die Anzahl der verwendeten Tiefenwerte zu reduzieren.
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> visual
VISUAL - Tiefenkarten Visualisierer V2.0

AUFRUF  : wvisual [?] [OPTIONEN] <datei.dep>

OPTIONEN : -d[imension] n Groesse des quadratischen Fensters.
-f [ocus] n Brennweite bzgl. 35mm Kamera in [mm].
-r[educe] n Reduzieren der Punkte um den Faktor n.
-blckgrnd] n Grauwert fuer den Hintergrund.
-m[esh] n Skalierungsfaktor fuer XY-Gitterabstand.
-1[ight] Xy z Richtungsvektor zur Punktlichtquelle.
-c[amera] Xy z Position der Kamera.
-t [arget] Xy 2z Ausrichtung der Kamera.
-o[ut] <datei.pgm> Grauwertbild speichern.
-v[ertex] 3D-Gitternetz mit verdeckten Flaechen.
-i[nterpol] Schattierte 3D-Darstellung mit Glaettung.
-s[hading] Schattierte 3D-Flaechen mit Lambertmodell.
-w[ireframe] 3D-Drahtgitterliniennetz.
-glauss] Tiefenkarte mit Gauss glaetten.
-a[ntialias] Kantenglaettung einschalten.
—-qluiet] Keine Statusmeldung ausgeben.
-h[elp] Ausgabe dieses Benutzungshinweises.

-n[oscreen] WorkBench Fenster oeffnen (nur AMIGA).
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8.2 Dateiformate
8.2.1 Aufbau der Konfigurationsdatei .cfg

Die Konfigurationsdatei besteht aus ASCII-Zeichen, die mit einem herkdémmlichen Editor bearbeitet
werden kénnen. Bei der Erstellung einer neuen Datei ist zur Kennzeichnung das Anhiingen des Suffixes
".cfg’ empfehlenswert.

Reservierte Schliisselworte

Die folgenden Schliisselworter sind in beliebiger Reihenfolge zu verwenden, wobei zwischen Grof- und
Kleinschreibung nicht unterschieden wird:

Albedo AntiAlias Background CalbFile DispFile
DepthFile Focus ImageFile Light Noise
Observer Points Polygons Quiet Scale
Smooth Target Texture Transform

Ergiinzende Kommentare, die in der C-Syntax mit / *...x / gekennzeichnet sind, kdnnen an beliebiger
Stelle im Text zur Erklarung verwendet werden. In der folgenden Befehlsbeschreibung werden Schliissel-
worte in Schreibmaschinenschrift und Terminalsymbole, wie z.B. Konstanten oder Zeichenketten fiir
Dateinamen, in Schrigschrift gedruckt. Optionale Parameter werden durch Klammerung [...] angegeben.
Bildschirm

Um die Grofle der quadratischen Bilder und erzeugten Karten verdndern zu kénnen ist der Parameter
Scale pizel

zu verwenden.

Objektdefinition

Es kann ein Polyeder erzeugt werden, der durch Angabe von Punkten und Polygonen definiert wird. Zu
Beginn der Punktliste wird die Anzahl n der nachfolgenden 3D-Weltkoordinaten benotigt:

Points n Z1y121 Z2Y222 ... TpUYnin

Der Begriff Polygon wird in diesem Fall sehr speziell verwendet, denn es handelt sich im Prinzip jeweils nur
um Dreiecke. In der Polygonliste, die durch die Polygonanzahl m angefiihrt wird, werden die Punktindizes
(1,2,...,n) von den drei Begrenzungspunkten definiert:

Polygons m plip21p31 plep2:p3s ... plyp2mpdm

Fiir eine korrekte Oberldchennormale ist die Reihenfolge der Punkte ém Uhrzeigersinn zu konstruieren.
Um eine Konvertierung von existierenden Polyedern zu vereinfachen, ist fiir das Weltkoordinatensystem
des Simulators nicht die spezielle Drehscheibengeometrie erforderlich. Fiir die Objektkonstruktion zeigt
die X-Achse nach rechts, die Y-Achse nach oben und die Z-Achse nach vorne. Im Simulator werden dann
die Weltkoordinaten der Geometrie des Drehtellers angepafit.
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Betrachtungsparameter
Die Kameraposition wird mit
Observer 2xpos ypos zpos
festgelegt und die Ausrichtung kann mit
Target xpos ypos zpos

beeinfluit werden. Ein durch diese beiden Weltpunkte beschriebener Vektor entspicht dann der optischen
Achse. Normalerweise wird diese in positver Z-Richtung gewihlt, d.h. die Kameraposition sollte sich im
negativen Halbraum befinden. Die Brennweite der Kamera

Focus dist

wird beziiglich einer 35 mm Kamera angegeben. So kénnen z.B. Normal- (50 mm), Weitwinkel- (28 mm)
und Teleobjektive (135 mm) eingesetzt werden. Da eine ideale Perspektivprojektion verwendet wird, sind
Unschérfen durch falsche Fokussierung und optische Verzerrungen bei der Simulation nicht moglich.
Beleuchtung
Die Beleuchtungsrichtung einer unendlich entfernten Punktlichtquelle kann mit

Light zpos ypos zpos
definiert werden. Die Koordinaten brauchen nicht normiert zu sein, so dafy auch die 3D-Weltkoordinaten
der Lichtquelle angegeben werden kénnen.
Transformationen

Eine Folge von n Bildern wird durch die Rotation des Polyeders um die Drehtellerachse generiert. Der
erste Listeneintrag n legt die Anzahl der Transformationen fest, gefolgt von den Rotationswinkeln w;:

Transform n wiws...w,

Die Angabe der Drehung erfolgt in grd und definiert den relativen Winkel zum vorangegangenen Bild der
Folge. Ein positiver Winkel entspricht dabei einer Drehung im Uhrzeigersinn, wenn man von oben auf
die Drehscheibe schaut.

Weitere Einstellungen

Neben den bisher notwendigen Anweisungen sind auch diverse optionale Befehle vorhanden. Der Grauwert
fiir die Hintergrundfarbe 148t sich mit

Background intensity

individuell auf die personlichen Bediirfnisse einstellen. Fiir eine Ausgabe auf einem Drucker ist es manch-
mal sinnvoll, den normalerweise schwarzen Hintergrund auf weifl zu #indern. Der Wertebereich der ein-
zelnen Graustufen variiert von 0 bis 255.

Um erweiterte Statusmeldungen bei der Berechnung zu unterdriicken, kann das Schliisselwort

Quiet

verwendet werden.
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Objektoberfliche
Bei der Berechnung eines Polyeders kann eine optische Glittung der Polygoniiberginge mit
Smooth

durch lineare Interpolation der Oberflichennormalen erzielt werden. Die Entstehung von Treppenstufen
an idealen Kanten kann durch die Verwendung von

AntiAlias
verhindert werden. Die in der Lambert-Reflektion verwendete Reflektanzkonstante kann durch
Albedo const

verdndert werden und ist mit 1.0 voreingestellt. Der Polyeder kann auch mit einer Oberfichentextur
tiberzogen werden:

Texture size name.pgm

Bei dem verwendeten Algorithmus wird das angegebene Grauwertbild der Grofie size entsprechend verviel-
faltigt und als Wiirfel um das Objekt gelegt. In Abhingigkeit von der Oberflichennormalen wird dann
eine Fliche des Wiirfels ausgew&hlt, deren Grauwerte auf die Oberfliche projiziert werden. Diese Vor-
gehensweise kann an Rundungen zu Diskontinuitéten fithren, die jedoch bei ungerichteten natiirlichen
Texturen kaum auffallen.

Dateierzeugung

Zur Kommunikation zwischen den Programmen sind verschiedene Dateien eingefiihrt worden, die jeweils
optional angelegt werden kdnnen.

Imagefile mname.pgm
Depthfile name.dep
Dispfile name.dpm
Calbfile mname.cal

Der Simulator kann alle Grauwertbilder, die Tiefenkarte des ersten Bildes, alle Verschiebungsvektorfelder
und die idealen Kalibrierungsdaten speichern. Eine Unterscheidung in der Bildfolge wird durch Anhéingen
einer fortlaufenden Nummer gewéhrleistet.
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Beispiel: Polyeder

Das folgende Beispiel soll die Definition von polyedrischen Objekten im Simulator veranschaulichen:

Background 255 /* Hintergrundfarbe weiss */
Scale 512 /* Groesse des Bildes 512x512 x/
Observer 100.0 145.0 -200.0 /* Position der Kamera */
Target 0.0 45.0 0.0 /* Blickrichtung */
Light 2.0 1.0 -4.0 /* Lichtquellenposition */
Albedo 1.0 /* Reflektanzkonstante */
AntiAlias /* Kantenglaettung einschalten */
Texture 90.0 stone.pgm /* Oberflaechentextur */
Transform 3 /* 3 Bilder generieren */
5.0 /* Rotation um 5 Grad Y-Achse x/
5.0 /* Rotation um weitere 5 Grad */
10.0 /* Insgesamt um 20 Grad rotiert */
Imagefile cube.pgm /* Grauwertbild des Polyeders */
Depthfile cube.dep /* Tiefenkarte des Polyeders */
Dispfile cube.dpm /* Verschiebungsvektorkarte */
Calbfile cube.cal /* Kalibrierungsdaten fuer das */
/* Scheibenkoordinatensystems */
Points 8
/x 1 %/ -45 90 45 /*x Y 1-————- 2 x/
/% 2 x/ 45 90 45 /* | /1 /1 */
/* 3 %/ 45 0 45 /* | 5—t+-———- 6 | */
/* 4 x/  -45 0 45 /* | [ L */
/* 5 */ -45 90 -45 /x | Z | 4-——- +-3  */
/% 6 x/ 45 90 -45 VA VARV I/ */
/% T %/ 45 0 -45 /* 1/ 8---——-- 7T/
/* 8 %/ -45 0 -45 Y X x/
Polygons 12
/x 1 x/ 6 1 2 /* Flaeche oben */
/* 2 */ 1 6 5
/* 3 x/ 4 7 3 /* Flaeche unten */
/* 4 */ 7 4 8
/* 5 x/ 1 8 4 /* Flaeche links */
/* 6 */ 8 1 5
/x T x/ 3 6 2 /* Flaeche rechts */
/* 8 x/ 6 3 7
/* 9 *x/ 4 2 1 /* Flaeche hinten */
/* 10 /2 4 3
/x 11 %/ 6 8 5 /* Flaeche vorne */
/*x 12 */ 8 6 7
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8.2.2 Aufbau der Kalibrierungsdateien
Die Kameradatei .cam

Fiir die Durchfiihrung einer Kalibrierung sind diverse Herstellerangaben zu der Kamera erforderlich. Diese
sind z.B. fiir die SONY DXC-730P 3CCD Videokamera bereits in der Datei sonyced.cam vorhanden:

SensorDim 8.8 6.6 /* Groesse des Sensors in mm */
SensorSize 786 581 /* Anzahl der Bildelemente in Pixel */
SensorUsed 512 /* zur Digitalisierung verwendet */

ImageSize 512 512 /* Anzahl der Bildzeilen und -spalten */
ImageCenter 256 256 /* Bildmittelpunkt */

Bei den nachfolgenden ASCII-Text-Dateien ist auf eine korrekte Eingabe zu achten, da kein spezieller
Syntaxcheck erfolgt. Aufler Leerzeichen, Zeilenumbriichen und Tabulatoren sind keine weiteren Kommen-
tare, Buchstaben oder Sonderzeichen erlaubt.

Die Weltkoordinaten .wrld

Die Koordinaten im 3D-Weltkoordinatensystem werden in der Einheit mm angegeben. Nach der Anzahl
der vorhandenen Kalibrierungspunkte n folgt die Liste mit den 3D-Punkten:

1 N1 2~
T2 Y2 22

Tn Yn 2n

Die Bildkoordinaten .img

Die korrespondierende Zeilen- und Spaltenposition eines Kalibrierungspunktes im Kamerabild wird in
(Sub-)Pixel angegeben, wobei der Ursprung in der linken unteren Ecke plaziert ist.

n
1 YN
T2 Y2
Tn Yn

Die Punktanzahl n und die Reihenfolge der Kalibrierungspunkte miissen in beiden Dateien iiberein-
stimmen. Die Koordinaten konnen dabei als ganze Zahlen oder auch als FlieBkommazahlen eingegeben
werden.

Die Kalibrierungsdatei .cal bzw. .opt

Das binéire Dateiformat fiir die lineare Kalibrierung und fiir die optimierten Parameter ist identisch. Durch
unterschiedliche Namensgebung im Suffix kann jedoch der aktuelle Bearbeitungszustand hervorgehoben
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werden. Da die Ergebnisse in der Kalibrierungsdatei nicht menschenlesbar sind, wurde fiir die Weiterver-
arbeitung in fremden Programmen ein eigenstiindiges Beispielprogramm namens readcal geschrieben,
welches den Umgang mit den kalibrierten Parametern verdeutlichen soll.

Es liest eine Kalibrierungsdatei ein und demonstriert den Zugriff auf die Strukturen, die anschlieffend auf
dem Bildschirm ausgegeben werden. Die Koordinatentransformation zwischen den Weltkoordinaten und
den Bildpositionen wird an mehreren Beispielen vorgefiihrt. Neben der Projektion eines Weltpunktes in
das Bild wird auch die Riicktransformation eines Bildpunktes bei bekannter Tiefe im 3D-Kamerakoor-
dinatensystem sowie der Schnitt eines Sichtstahls mit einer bekannten Ebene behandelt.

8.2.3 Format der Gauwertbilder .pgm

Bei den Bildern haben wir uns fiir das sehr verbreitete Portable BitMap (PBM) Format entschieden. Die
Programme lesen und schreiben Grauwertbilder in dem speziellen PBM P5-Format (d.h 256 Graustufen
in bindrer Kodierung), wobei entgegen der Spezifikation keine Kommentare im Header erlaubt sind. Der
Kopf eines w x h groflen Bildes lautet im ASCII-Format:

P5
w h 255

Nach dem maximalen Grauwert von 255 folgt ein Zeichen fiir den Zeilenumbruch und anschlielend sind
die Grauwerte mit einem Byte pro Bildpunkt bindr abgelegt.

8.2.4 Format der Bilddaten I8 und F8

Die Formate I8 und F8 sind in ihrem strukturellen Aufbau identisch mit dem oben beschriebenen PBM
P5-Format. Die Unterschiede liegen in der Kennung (I8 bzw. F8 statt P5) und der Speichergrofie eines
Bildpunktes. Im I8-Format wird anstelle eines Bytes ein Integer und im F8-Format ein Float pro Punkt
abgelegt. Die Groflen der beiden Typen ist systemabhéngig.

8.2.5 Format der Verschiebungsvektorkarten .dpm

Fiir die Verschiebungsvektoren des Optischen Flufles wird das Dateiformat der Implemetation von Barron
und Fleet [BAR92] verwendet. Alle Daten werden dabei als binére FlieBkommazahlen gespeichert. Da der
durch Filterung entstehende Rand mit der Breite of f weggelassen wird, beschreibt der Eintrag tot die
urspriingliche Dimension der Karte und num die Anzahl der effektiv berechneten Nadeln. Nach den sechs
Eintrigen fiir den Kopf folgt eine num, x num, lange Liste mit den Verschiebungsvektoren (u,v):

tot, tot,
UMy  TVUTTLy
of fe Offy
U1 V1

U2 V2

Un Un

So beschreibt z.B der Verschiebungsvektor (1,1) eine diagonale Bewegung im Bild um /2 piz nach rechts
oben. Als Markierung fiir Positionen, an denen keine Bewegung festgestellt werden konnte, wird der Wert
100.0 eingesetzt.
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8.2.6 Format der Tiefenkarten .dep

Die berechneten Tiefenkarten enthalten nicht die absolute Entfernung im Kamerakoordinatensystem. Fiir
eine bessere Visualisierung werden alle Tiefenwerte in den Ursprung des Koordinatensystems verschoben.
Dazu wird die Z-Komponente des kalibrierten Translationsvektors 7, konstant von allen Entfernungen
abgezogen. Der lesbare Kopf einer w x h groflen Tiefenkarte lautet

#DEP

w h
dy

do

dn

wobei die binéren Tiefenwerte d; in FlieBkommadarstellung mit doppelter Prizision gespeichert werden.
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Aufgabenteilung

Aufgrund der ausgezeichneten Zusammenarbeit ist eine strikte Aufteilung von
Teilaufgaben auf die Autoren nicht moglich. Alle theoretischen Grundlagen und
auftretenden Probleme wurden gemeinsam erarbeitet bzw. geldst. Daher richtet
sich die geforderte Gliederung im folgenden hauptsichlich nach der schriftlichen
Ausarbeitung.

Volker Rodehorst ist fiir das Kapitel 2 der Kamera-Kalibrierung und die er-
sten drei Abschnitte der Vorverarbeitung in Kapitel 3 verantwortlich. Die Be-
schreibung der Operatoren von Marr-Hildreth und Canny in Kapitel 4 sowie der
Optical-Flow-Techniken wurden ebenfalls von ihm durchgefiihrt. Schliefilich ist er
noch fiir den Simulator zur synthetischen Verschiebungsvektorbestimmung und
fiir die Visualisierung der Daten zustindig.

Dirk Mehren hat sich neben der Filterung in dem Kapitel 3 der Vorverarbeitung
besonders mit dem Problem der Subpixelgenauigkeit, dem Monotonie-Operator
und der Corner Response Funktion bei der Merkmalsextraktion in Kapitel 4
beschiftigt. Er ist ebenfalls zustindig fiir die Bestimmung und Interpolation
ausgezeichneter Verschiebungsvektoren in Kapitel 5 sowie fiir das in Kapitel 6
beschriebene Verfahren zur Tiefenbestimmung.
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